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Preface

This deliverable is part of the H2020 CSA IM-SAFE project and is the outcome of the first task of work
package 2 (Diagnostics of structures based on inspection, monitoring and testing, task 2.1: Surveying

technologies). It will help to set the basis of the proposal for the mandate to the European Committee
for Standardization (CEN).

Task leader: Universidade de Vigo (UVIGO)
Contributors: SAFECERTIFIEDSTRUCTURE INGEGNERIA S.R.L (SAC)
MOSTOSTAL WARSZAWA (MOW)

NEDERLANDSE ORGANISATIE VOOR TOEGEPAST
NATUURWETENSCHAPPELIJK ONDERZOEK (TNO)

WP2 helps to identify and obtain an inventory of state-of-practice as well as advanced developments
with regard to condition survey technologies and data analysis methods that are applicable to transport
infrastructure, especially for bridges and tunnels.

This document contains a revision of a particular selection of surveying technologies, including their
main characteristics, performance, and performance indicators (Pls) that can measure in some way.
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Executive summary

This document aims to offer a detailed description of the surveying technologies considered within this
project for condition survey of transport infrastructure, more specifically bridges and tunnels.

The document will be divided into three main sections:

- Surveying technologies, being classified as destructive or non-destructive as the most general
classification

- Data analysis methods, studying the most common ones for the selection of surveying
technologies made

- Fitness-for-purpose, as the strategy to follow when deciding which surveying technology should
be used for each specific case study

From the information gathered in this document, an online interactive catalogue containing the main
characteristics for each surveying technology was created.
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1 Problem statement

1.1 Introduction

In recent years, the world has faced a rapid growth of testing, inspection, and monitoring
technologies in various sectors. In the domain of transport infrastructure, intensive research
has been carried out to enable the use of these technologies to support asset management
of bridges and tunnels These technologies allow to conduct condition survey and are therefore
referred to as surveying technologies. Condition survey is the process of acquiring data and
transforming it into information about the current condition of the structure with regard to its
appearance, functionality and/or ability to meet the specified performance requirements. The
aim of condition survey is to recognise important limitations, defects, deterioration of the
structures and to support decision making regarding the remedial measures to be taken.
During condition survey, data may be obtained by activities such as inspection, monitoring
and testing through a wide range of data collection technologies and data analysis methods.
However, accepted and harmonised approaches to condition survey are lacking until now.

The current state of standardisation on inspection, monitoring and testing of civil structures
consists of guidelines published in a limited number of European countries and few 1SO
standards on dynamic tests of bridges. These documents provide the user with information
and guidelines on the technologies, execution of the surveying activities and data analysis.
Nevertheless, the current standards and guidelines do not address sufficiently the complex
combination of decisions that would result into gathering relevant and sufficient information
about the condition of the structure for the purpose of asset management. This hinders asset
owners and public authorities in charge of maintenance of the transport infrastructure to apply
the latest developments.

If monitoring were to be standardized, some actions should be taken into consideration, such
as providing definitions and vocabulary in this context, and developing an approach for
decision making regarding the surveying strategy.

This report aims to respond to this challenge by reviewing data collection technologies and
data analysis methods used in condition survey and identifying their requirements. Data
collection technologies and data analysis methods that are applicable to transport
infrastructure, especially for bridges and tunnels, will be discussed. This objective will be
achieved taking into consideration the demands of data-informed diagnostics of structures and
reviewing the current practice of relevant projects.

All the information gathered regarding surveying technologies will be part of an online
catalogue. This catalogue is to be implemented through a semantic wiki, which is a free and
open-source extension to the wiki software.

1.2  Objectives of the deliverable

The present report aims to collect information in the context of surveying technologies used
for condition survey to meet the requirements specification to support WP5 in drafting the
mandate for CEN. The activities of WP2 will provide input for the part of the draft mandate
concerning the “new standard on structural monitoring”. Within this context, the objectives of
task T2.1 are:

e To review data collection technologies used for condition survey, including devices and
platforms. A comprehensive insight will be generated with regards to:

o Satellite technologies, including optical and radar monitoring

o Aerial und UAV technologies, including optical and NDT payloads

Page | 9
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o Terrestrial dedicated inspection platforms, including GNSS, IMU, cameras and
LiDAR

o loT and sensor networks/systems for in situ monitoring, including Distributed Optic
Fibre Techniques, MEMS, Weight-in-Motion methods

o NDT active or passive testing technologies, including Acoustic Emission
Techniques, Guided Wave Techniques, Ground Penetrating Radar, Magnetic and
Electrical Methods, Radioactive and Nuclear Methods.

o Destructive and semi-destructive techniques commonly used in practise:

- Physical methods: mechanical tests on cored samples (compression, tensile,
fatigue, torque, etc.), surface measurements (hardness, Schmidt hammer,
penetration, pull-out test), boroscopy, endoscopy, water penetration, water
resistance, etc.

- Chemical methods: qualitative methods (pH test, Rainbow test, etc.) and
guantitative methods (Alkali test, Chloride tests, Electroanalytical tests).

e To review data analysis methods used in condition survey, such as:
o Modal Analysis (MA)
o Statistical analysis methods
o LSI for satellite, aerial, and terrestrial sensor data
o Big Data Analytics and Artificial Intelligence (Ref. T4.4).

¢ To define of procedures for calibration, initialisation, parametrisation, and configuration of
data collection in condition survey; and procedures for defining layout, set-up for data
collection, and data analysis methods in condition survey. This will be performed in the
context of each surveying technology analysed within the project.

1.3 Content

The present report is divided in seven different chapters. In this section, a short description of
each of them is provided.

Chapter 2 presents the flow of information between the two tasks of work package 2 (WP2),
which are “surveying technologies” and “diagnostics of structures”. Here, this relation is
described, giving in T2.2 context to all the information gathered in the present task (T2.1).
Then, Chapter 3 provides a general description of the sections included in the reports about
each surveying technology described within the project. This has been done following
standardised definitions and guidelines when possible. These will be part of the online
catalogue of the project (Semantic Wiki).

In Chapter 4, an analysis of the most used data analysis methods for each surveying
technology in Chapter 2 has been performed. With that context, a broad description of those
data analysis methods is provided, considering that can be used for several types of data. In
the next deliverable (ref. D2.2), a context is provided in relation with surveying technology and
damage process.

Finally, Chapter 5 describes fitness for purpose in the context of technologies, and provides a
criterion for evaluating it on technologies for condition survey. And to sum up, the conclusions
and summary of this report are provided in Chapter 6, followed by the list of references
(Chapter 7) and Annex A. The latter contains detailed information about each surveying
technology analysed within the project.

Page | 10
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2 Information flow in WP2

IM-SAFE proposes the basis for the assessment of the structural condition of an asset based
on the integration of inspections, monitoring, and testing. The information gathered from the
structure can be used for assessing safety and risk levels of the structure as well as for
predicting the future safety and risks. In work package two (WP2), different information
regarding surveying technologies, data analysis methods, damage processes to be detected,
and the different analysis phases existing is collected. The need for clarification of the
relationship between the available information and condition survey has led to the
development of the information flow presented in Figure 2.1, and will be further explained
along this chapter. This information flow describes the path followed by data in the process of
condition surveying and during the lifespan and maintenance process of the structure. The
main objective of the work package is to propose a methodology to use when evaluating the
health condition of several structures. This flow includes the choice of the most appropriate
surveying technologies, the data analysis methods to be used, how to detect all damage
processes acting on the structure, and how to relate the information coming from different
instruments.

—

\\‘
| TASK2.1()TASK 2.2
" P

~

SURVEYING
TECHNOLOGIES ANALYSIS PHASE

Jls, Pls, KPIs

DAMAGE PROCESS

|

DATA ANALYSIS METHODS

}

FITNESS-FOR-PURPOSE

Figure 2.1 — Information flow in WP2

In the first task of this work package (T2.1), which is directly related with the present
deliverable (D2.1), the objective was to create an online catalogue containing general
information about different surveying technologies used for condition survey (see Chapter 3).
It is based on the review of relevant documentation, standards, and guidelines specific for
each of them about their performance and general characteristics, among others. This
information can also be consulted on Annex A.

Deliverable D2.1 also considers the different data analysis methods that can be used
depending on: (i) the type of data used as an input, which directly depends on the surveying
technology used for the data gathering; and (ii) the specific application (detection or measuring
of a definite damage process, and actions on the structure). While Chapter 4 of D2.1 gives a
general overview of the most used data analysis methods for all the surveying technologies
considered in the project, Chapter 5 of D2.2 presents the dependency between these two and
the specific application. In addition, it is important to highlight the reliance on the analysis
phase (Chapter 3, 4, and 6 of D2.2).

Deliverable D2.2 is completed by making an overview of damage and degradation
mechanisms for bridges and tunnels, presenting the different processes for damage
evaluation. Moreover, the deliverable includes a description of the different damage and
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degradation processes that might affect bridges and tunnels. This is in direct relation with
surveying technologies and data analysis methods, as explained in the previous paragraph.
The document also proposes a relation between the studied damage processes and the
damage and performance indicators evaluated in work package three (WP3).

This general review is required to help in the decision-making process to choose among
different technologies that share a common application. Apart from the specific characteristics
of each surveying technology, this decision-making process is also based on (see Chapter 5):

- Specific application

- Repeatability and reproducibility of measures
- Data collection plan

- Maintenance of the asset/infrastructure

- Cost/benefit evaluation

Page | 12
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3 Surveying technologies and semantic wiki

3.1 Introduction

The main contribution of task T2.1 is to create an online interactive catalogue of surveying
technologies for transport infrastructure. This catalogue is to be made by using a knowledge
model integrated as a wiki of the whole IM-SAFE project, including information from three work
packages: WP1, 2 and 3. The information gathered under T2.1 for this catalogue has been
recruited with the form of individual reports for each surveying technology considered in the
project. These reports can be consulted both online and as Annex to this document (Annex
A), and will answer, among other things, to the following main three questions:

- What can be measured?
- Which results can be achieved or expected?
- How fit are the results to describe the health of the structure?

The schema provided in Figure 3.1 is the classification approach chosen in this project,
although there are several others that could be chosen. For instance, a more general approach
would be to classify the technologies into global or local surveying. In addition, a deeper class
would depend on the type of measure (static and/or dynamic).

4% Fibre Optic Sensors |

loT and Sensors - - -
Systems ‘% Weight-in-motion |

Microelectromechanical
™
Systems

NON-DESTRUCTIVE

TECHNIQUES >_
ptical
o

»  Electromagnetic ‘

Remote Sensin ; ;
SENSORS " L } LiDAR
__. Acoustic Emission
Active .
Techniques

Physical Methods ‘
DESTRUCTIVE GPR
TECHNIQUES
-| Chemical Methods ‘
Satellite

PLATFORMS | | RPAS/UAV |

Mobile Mapping
Systems

Figure 3.1 — Classification of surveying technologies and platforms by IM-SAFE

These technologies rely on sensors for data acquisition and processing to obtain raw data that
support digitalization through data analysis to obtain meaningful information. Sensing
technologies are based on transducers that produce an output signal to study and sample a
physical phenomenon with the aim of attaining information about the condition of the physical
property of interest. To this end, a distinction can be made between: (i) primary sensors, as
transducers from a specific physical domain to other physical domain and (ii) sensors that
provide a signal in the electrical domain. In certain cases, the physical magnitude of interest
cannot be measured directly and it is necessary to use sensors that measure related physical
phenomena. This type of indirect measurement is also known as proxy sensors. Low-power
electrical signals may need a conditioning step to amplify the signal and filter the noise in the
measurements. Conditioned signal can be stored or transmitted to an intelligent device for
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processing. Sensors can also be classified depending on their need of energy sources to
perform the sampling and can be differentiated as: (i) passive sensors, if they only use an
external source of energy (such as a digital camera); and (ii) active sensors, which are those
that need an internal source of energy to perform the sampling of the interest phenomenon
(e.g., RADAR or SONAR sensors). Both active and passive sensors can be placed in several
platforms that support the sampling process in a variety of conditions and locations. These
include terrestrial platforms that consist of on-site fixed systems for monitoring and mobile
systems for surveying, and, with the lowering access costs, aerial platforms based on
unmanned aerial vehicles (UAVs) and satellites. Regardless their classification, the signals
that come from a sensor need to be digitized to obtain the so-called raw digital data. This
process of Analog-to-Digital conversion is always subjected to quantization error and depends
on the digital resolution of the sample but, as a result, a raw digital data can be obtained. This
raw data, after a processing step, results in the digital data that can be considered as basis
for digitalization.

This chapter provides a general description of the sections included in the report for each
surveying technology, following standardised definitions and guidelines when possible.

3.2 General characteristics

3.2.1 Objectives of the monitoring activities

The first section of the report contains information about what is the main objective of
performing surveying activities with the technology at hand. Here, a clear statement should be
made regarding why the surveying technology being analysed is used for monitoring or
inspecting bridges or tunnels, and what are the benefits of using it.

The main goal is to help identifying the appropriate differentiating features to consider when
choosing one technology or another while seeking for the same result, whether it is the
monitoring, inspection, or testing of a predefined asset.

3.2.2 Main characteristics of the technology

The variety of existing monitoring technologies can be defined attending to certain
characteristics, which are described in this section. The definition and important aspects of
each technology are also addressed.

3.2.2.1 Functioning mode

This section of the report provides a general description of the surveying technology, including
the sensors composing the equipment and the way they interact with the media to obtain the
required measurements from them.

3.2.2.2 Types

Some surveying technologies might be categorised attending to different principles. In this
section, a short description of the existing types should be provided, including a comparison
between them and when to choose one or another.

3.2.2.3 Process/event! to be detected or monitored

The event to be detected refers to the purpose of using the surveying technology for
monitoring, inspection or testing of the asset. For instance, measuring the displacement of an
element, or indicate the presence of flaws. This coincides with physical phenomena that can
be measured by the surveying technology, as an event can be defined by several physical
guantities, and a physical quantity can define several events. Therefore, a single surveying
technology can be used to detect various events.

1 . .
Event: Phenomenon serving as a basis of a measurement [1].
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This relationship between events and physical quantity is what makes the comparison
between different surveying technologies so important. Many options can be used for the
same event, but they might rely on different physical quantities that are not the best approach
for the scenario. Therefore, this section is to define the event to be detected.

3.2.2.4 Physical quantity to be measured

One of the most important aspects when selecting a surveying technology is to know what is
to be measured (physical quantity) and what results are expected from the measurement.
Following the definition given in [1], “a physical quantity is a property of a phenomenon, body,
or substance, where the property has a magnitude that can be expressed as a number and a
reference”. In most of the cases, it is necessary to further analyse these data to be able to
know the damage process or processes acting on an asset.

Different equipment forming a surveying technology can measure different physical quantities
depending on their nature. They quantify a property of the object under study and can be
expressed as a value with its characteristic units.

1.1.1.1 Induced damage to the structure during the measurement

During the measurement process, the structure could incur damages that adversely affect its
structural components. Following the definition given in [2], damage is understood as "an
unfavourable change in the condition of a structure that can affect structural performance”.
According to their induced damage to the structure, surveying techniques can be classified as
destructive and non-destructive.

In non-destructive? techniques, the equipment does not alter the structure in any way, and
therefore avoid inducing damage to it. On the other hand, destructive techniques do induce a
certain damage with the objective of better analysing the performance and properties of the
materials of the structure. While each technigue induces different damages, most of them
cause imperceptible damages that do not affect the structural stability.

The aim of this section is to categorise each surveying technology under study into destructive
or non-destructive ones. In the case they are destructive technologies, a description of the
damage induced to the structure should be provided, together with the related impact on the
structural performance (if any).

3.2.2.5 Measurement type

In this section, a general classification of measurements is proposed. This classification is
based on the time-dependency of the data acquisition, taking into account both the sampling
frequency and the test frequency.

- Static measurement®: The output signal of the instrument can be regarded as constant.
The measurement is also considered static when the instrument changes after each
measure. The test returns a single measurement that is related to a specific point in
time.

- Dynamic measurement*: The output signal changes over time. This type of
measurement is used for synchronized real-time continuous monitoring. Normally,
each measurement value is either related to a specific time or position and is
continuously stored. The test is performed over a time interval and returns a series of
values.

2 Non-destructive test: Technologies used to evaluate the properties of a material, component or system without
causing damage [143].

3 Static measurements: Measurement made with the equipment stationary relative to the product to be tested [140].

4 . . . . o
Dynamic measurements: Measurements used for synchronized real-time continuous monitoring [140].

Page | 15




I M = SA F EEU I Associated with document Ref. Ares(2020)3731189 - 15/07/2020

A measurements classification based on the phenomenon description can be made. It is often
distinguished global and local measurements.

- Global measurements: Global measures are those measures that provide the
complete valuation of an object surveyed or phenomenon [3].

- Local measurements: Local measures provide the overall valuation of one quantity of
an object surveyed or phenomenon. Local measurements are typically used in various
items to measure all appropriate global features of dimensions [3].

A classification based on measurement collecting data time can be made to differentiate the
spatial measurement types. It is often distinguished between continuous and discrete
measurements, as follows.

- Continuous measurement: refers to change over time, including complex numbers and
varying data values that are measured over a specific time interval [3].

- Discrete measurement: is a humerical type of measurement that includes concrete
numbers, with specific and fixed data values in a particular time [3].

3.2.2.6 Measurement range

An important aspect to consider in choosing the proper equipment for each surveying
technology is their measurement range®. The measurement range comprises the maximum
and minimum values of a physical quantity that can be measured by a sensor (see Figure 3.2).
This is normally settled down under defined conditions with specified instrumental
uncertainty®.

+Fix)

ma fo=-—— - ———————

Dynamic

range or o Ay
total range °

—Fix)

Figure 3.2 — Ideal curve and sensitivity error [4]

® Measurement range: Set of values of quantities of the same kind that can be measured by a given measuring
instrument or measuring system [147].

6 Uncertainty (of measurement): Non-negative parameter characterizing the dispersion of the quantity values being
attributed to a measurand, based on the information used [1].
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3.2.2.7 Measurement accuracy

The accuracy of any measurement tends to be influenced by several factors, including the
instruments employed, the methods used, and the skill of the experimenter. The measurement
accuracy’ is defined by 1ISO 3534, 2006 as the “closeness of agreement between a test result
and the accepted reference value”. It can be expressed in absolute terms or as a percentage
of full scale. Two types of accuracy can be distinguished:

- Instrument accuracys: Measurement tolerance, or transmission of the
instrument (depending on instrument intrinsic properties) that defines the limits of the
errors made when the instrument is used in normal operating conditions. This is a
numerical quantity, uniquely determinable.

- Test accuracy: Measurement dependence on the test procedure. The ability to
measure the true value in a sample.

3.2.3 Background

This section is intended to provide a literature review for each of the surveying technologies
being analysed, with an evolution through the years from the invention until today.

3.2.4 Performance

The performance of a surveying technology is a set of practices, processes, that in a scientific
and systematic manner help to improve the desired outcomes of the survey [5]. Here, an
analysis of the requirements and important aspects to be considered before and during the
data gathering is provided.

3.2.4.1 General points of attention and requirements
o Design criteria and requirements for the design of the survey

This part of the report is to contain a thorough description of the design aspects of the
survey, such as:

- Survey objectives. They should be clearly established, defining its scope, the location
where the survey takes place, the asset of interest, the attributes to be assessed
regarding that asset, and the length of the monitoring period.

- Site and structure pre-checking. This includes the steps to assess the suitability of
the site where the monitoring activity is taking place, as well as the description of the
structure and the relevant details to consider prior to its monitorization. With this,
general access constraints and the appropriate areas to place the sensors on the
structure, or its surroundings, should be defined.

- Survey planning. Here, it is intended to describe the general requirements, including
safety assessment during the monitoring activity; the definition of the survey layout,
composed of location of the instruments and accessory elements, if any; and the
installation process.

- Risk assessment. Enumerate, evaluate, and foresee mitigation measures related to
the operation risks. In the case of small sensors requiring installation work to embed
them in the structure, indicate if there is a need of disruption that may happen in the
affected asset.

7 Measurement accuracy: Closeness of agreement between a test result and the accepted reference value ISO 3534,

2006).

8 Instrument accuracy: Ability of a measuring instrument to give responses close to the true value [150]
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- Permission application. Indicate the permission requirements for the development of
the monitoring activity. This includes any regulation constraints or the need to contact
the proper authority to communicate the survey plan and obtain the required permits.

- Environmental effects. Specify the need of consideration of the influence of external
forces in the survey environment and process (weather, illumination, traffic, etc.).

o Procedures for defining layout of the survey

In this section of the report, it is important to specify if there are any existing manuals,
guidelines, and standard procedures for the design and layout of the surveying technology
involved. In the case that the monitoring scenario is not adjusted to previously existing
procedures, the survey design must be conveniently described considering the existing
special features.

o Design constraints

The purpose of this section is to include a description of the limitations of the surveying
technologies that must be kept in mind during the data gathering. These constraints are
both referred to those inherent to the technology itself, considering the requirements of
the planned survey; and those regarding the conditions of the site and its environment as
identified in the previous section.

o Sensibility of measurements to environmental conditions

This part of the report is to describe the environmental dependency of the measurement
These conditions could decrease the data quality or impede the survey entirely. There are
two types of data with respect of how they are influenced by the environment: those
related to the absolute values of the conditions, such as temperature or humidity; and
those that are susceptible to changes in the environmental parameters during the data
gathering.

The sensitivity of measurement® can be a characteristic of an instrument or a nominal
metrological characteristic. It can be defined as the slope of the ideal curve (Figure 3.2),
or the minimum input necessary to produce a standardized output change [4]. It could be
potentially affecting the output value of the measuring due to environmental conditions.
The ratio of the change in the measurement mainly depends on the type of equipment
used and the measurand target. Apart from that, it is also important to consider the
sensitivity error'®, which is a departure from the ideal slope of the characteristic curve [4].

3.2.4.2 Preparation

This section is meant to describe the preparation procedures for data acquisition, which can
be categorized as:

o Procedures for calibration, initialisation, and post-installation verification

Available manuals, standards, and guidelines for the correct development of these tasks
must be included in this section. The procedures to be described are:

- Calibration. Some sensors need to be calibrated before their use. Usually, the
objective of the calibration is to settle the sensor’s sensitivity at different values. They
normally depend on the sensor itself, but the final part of the process consists of
comparing sensor and theorical measures, thus obtaining the calibration curve. The

o Sensitivity (of measurement): Quotient of the change in an indication of a measuring system and the corresponding
change in a value of a quantity being measured [1].

10 Sensitivity error: Departure from the ideal slope of the characteristic curve [4].
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procedures for calibration are sometimes illustrated in ISO standards, but this is not
always the case.

Calibration methods can be divided in two different categories: system calibration,
referred as a step of the whole monitoring system setup; and sensor calibration,
which is aimed to assure the correct operation and trustworthiness of each sensor
present in the monitoring instruments.

- Initialisation. The sensor parameters should be adequately set according to the
structure type, the desired measure, and the frequency range of interest. In some
cases, signals coming from different sensors should be combined in post-processing
analysis, so their synchronization must be guaranteed.

- Post-installation verification. Once the monitoring instruments have been installed,
calibrated, and initialised, a trial can be carried out to check if the data is being
correctly acquired. This can also be done by supervising the initial period of the actual
data acquisition process.

o Procedures for estimating the calibration uncertainty

Many times, the uncertainty of the quality of a measurement is hardly quantifiable and
even more when the parameter of interest is unknown. This section defines basic
concepts related to availability and measurement uncertainty'* with the aim to clarify their
role for assessing the quality of a measurement. The ISO 99, 2007 defines the uncertainty
of measurement as a “non-negative parameter characterizing the dispersion of the
quantity values being attributed to a measurand, based on the information used”.
Therefore, it is a parameter directly associated with the result of a measurement. Absolute
uncertainty depends on the value of the measured physical quantity, for this reason it is
not a suitable quantitative characteristic of the measurement accuracy. On the other hand,
relative uncertainty does not have this drawback: the inverse of the relative uncertainty
expressed as a fraction of the physical quantity is a typical characterization of the
measurement accuracy. The ratio in which the system is performing its mission is also
called the availability of an equipment. In its simplest form, availability refers to the
measure of the actual system’s availability over a period of time in a real production
environment.

When the true value of the measurand is unknown, the dispersion of the values could be
reduced if the repeatability*? and reproducibility'® conditions are used. The repeatability
condition influences random errors'#, good repeatability usually indicates that these types
of errors are small. On the other hand, systematic errors®® are only influenced for the
reproducibility condition. A good reproducibility during measurements should indicate that
systematic and random errors are small.

o Requirements for data acquisition depending on measured physical quantity

11 Measurement uncertainty: Non-negative parameter characterizing the dispersion of the quantity values being

attributed to a measurand, based on the information used (ISO 99, 2007).

12 . .. .. .

Repeatability: Condition of measurement, out of a set of conditions that includes the same measurement procedure,
same operators, same measuring system, same operating conditions and same location, and replicate measurements
on the same or similar objects over a short period of time [1].

13 Reproducibility: Quality of measurements that reflects the closeness of the results of measurements of the same
quantity performed under different conditions [1].

14 Random Error: Component of measurement error that in replicate measurements varies in an unpredictable manner
[149].

15 . . . . -
Systemanc Error: component of measurement error that in rephcate measurements remains constant or varies in a

predictable manner [149].
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This section is meant to include specific requirements for a suitable calibration,
initialisation, and post-installation verification of the components of the monitoring system,
regarding the particular objectives of the monitoring activities and the characteristics of
the technology itself, as described before.

3.2.4.3 Performance

o Requirements and recommendations for maintenance during operation (in case of
continuous maintenance)

This is specifically addressed for continuous monitoring of a bridge or tunnel. Maintenance
is of special important in a long-term monitoring system due to non-stop data recordings.
In consequence, inspection and maintenance of the equipment is an important process
to be implemented between the monitoring station and remote monitoring centre to make
sure of the truthfulness of data recordings. In that sense, in this section the importance of
maintenance to avoid interrupting long-term monitoring are addressed.

o Criteria for ensuring measurements repeatability and comparability within successive
surveying campaigns for updating the sensors

The objective of this section is to describe the criteria to be followed to set the sensors
layout and sensors technical specifications in successive surveys. The reason behind this
process is that temporal and spatial consistency of the data is essential when collecting
data from multiple sensors on the same infrastructure. In this sense, it is hecessary to
develop a set of criteria that allow scanning the same parameters of an infrastructure
more than once, while maintaining consistency between these data and allowing
comparison between successive surveys.

These successive campaigns conducted to compare sensor data involve the following
steps: (i) Georeferenced frame, i.e., global location on the bridge; (ii) Relative alignment
of sensor data; (iii) multi-temporal registration with previous campaigns; and (iv)
Diagnostics.

- Georeferenced frame. A common spatial georeferenced frame must be selected prior
to the survey so all the measurements acquired can be unambiguously located on
the structure. The reference system must be reproducible on successive surveys. If
a global coordinate system is employed, either the position of the sensors relative to
it or to globally referenced points must be indicated. A reference system can also be
defined locally, based on the layout of the survey site and indicating easily identifiable
reference points.

- Relative alignment of sensor data. To assess the correct alignment of sensor data,
control points can be acquired. The location of these points relative to the
georeferenced frame must be recorded with the best possible precision, so it can be
compared with the registered position of measurement points, and therefore evaluate
the correct spatial referencing of the latter.

- Multi-temporal registration with previous campaigns. A temporal reference system
must be established to compare successive surveys, so changes on the structure
produced over time can be accurately interpreted and evaluated.

- Diagnostics. How to produce a report of the surveys.
3.2.4.4 Reporting

This section should describe how to present the results of the survey in a meaningful way,
depending on each specific surveying technology. This should include information about the
existence of guidelines or standards to follow for performing this task. In addition, an indication
of the highlights of the survey (for example, from the obstacles encountered to the quality of
the results obtained).
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3.2.4.5 Lifespan of the technology and required maintenance

This section is in charge of specifying the lifespan?® of the surveying technology being studied,
together with the needed maintenance during operation. This is specifically addressed for
continuous monitoring of a bridge or tunnel. Maintenance is of special important in a long-term
monitoring system due to non-stop data recordings. In consequence, inspection and
maintenance to the equipment is an important process to be implemented between the
monitoring station and remote monitoring centre to make sure of the truthfulness of data
recordings. In that sense, in this section the importance of maintenance to avoid interrupting
long-term monitoring are addressed. The lifespan of the technology includes the evaluation of
expected service life to all primary and secondary equipment, data acquisition system, and all
necessary to the proper operation of each specific technology. Moreover, aspects that could
potentially limit the lifespan of a technology should be also mentioned.

3.2.5 Interpretation and validation of results

This section is to describe the relationship between the result or output of a measurement,
and the event that is expected to detect. In a similar manner, this section should also include
how the results are validated, meaning that it should describe the procedure followed to ensure
that the result or output is correct, including the quantitative and qualitative error evaluation.
The subsequent structure is to be followed.

3.2.5.1 Expected output
This section should describe the data format (e.g., numbers in a .txt file).
3.2.5.2 Interpretation

This project is providing a review of different surveying technologies currently in use. Each
surveying technology results in the collection of a specific type of data. This section is intended
to specify what are those data and how to interpret them (e.g., each number of the file
symbolizes the acceleration of a degree of freedom in the bridge).

3.2.5.3 Validation

Once the data gathering is finished, it is necessary to review the obtained data to see if they
have an appropriate quality, and to see if any unexpected malfunction occurred during this
process. In this section, it is important to specify the following:

o Specific methods used for validation of results depending on the technique
o Quantification of the error

o Quantitative or qualitative evaluation

3.2.6 Advantages and disadvantages

All surveying technologies considered in the project have general advantages and
disadvantages, and some specific ones when applied for damage detection on bridges and
tunnels. These should be reflected in this part of the report.

3.2.7 Possibility of automatising the measurements

Depending on the surveying technology and the instruments employed, it is feasible that
certain steps of the data gathering!’ procedure can be automatized. This section is to include
any aspect of the surveying technology that can be automatized, for example:

16 Lifespan: Maximum number of uses and/or processing cycles as validated by the manufacturer [142].

17 Data gathering: Collect data from all of the data sources that were identified as relevant for the acquisition
objectives.
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- Planification of the survey route or the spots/points of the structure to place the measuring
instruments (or in the surroundings for the case of remote sensing)

- Setup and calibration of the instruments

- Data gathering, in the case of instruments recording data continuously or taking discrete
measurements over time

3.2.8 Barriers

In accordance with Section 3.2.6 regarding the disadvantages of the surveying technology
being studied, some barriers can be also identified and should be described here.

3.2.9 Existing standards

Any existing standards or good practice documents that are related to the technology should
be described here.

3.2.10 Applicability

Surveying technologies can be easily used to assess and monitor the condition of
infrastructures, improving the efficiency of monitoring, inspection, repair, and rehabilitation
efforts. In this section, the ease of application of each technology will be covered focusing on
aspects as the ease of execution, transportation, need of specialized operators, equipment,
costs, etc. This should be addressed in the context of damage detection and/or monitoring in
bridges and tunnels.

3.2.10.1 Relevant knowledge fields

In order to provide a better context, and ease the linking of this technology to others, this
section is to include a list of all the knowledge fields or fields of study related to the technology
(e.g., civil engineering).

3.2.10.2 Performance indicators

This part of the report should list the performance indicators that can be detected or monitored
with the surveying technology under evaluation.

3.2.10.3 Type of structure
This section should include all the types of structures where this technology can be used.
3.2.104 Spatial scales addressed

Here, the report should state to which state does the surveying technology work, from network
level to a specific element.

3.2.10.5 Materials

This section should list all the materials where the technology is applicable, and add any detail
that might be of interest when using the technology in said material.

3.2.11 Available knowledge

This section should complement the existing standards. It should include other reference
projects that deal with similar scenarios, or any other information that could provide further
insight in the workings or application of the technology.
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3.3 Semantic wiki

The Online interactive catalogue of surveying technologies for transport infrastructure has
been created as part of an intuitive wiki. This wiki contains information not only from this
deliverable, but also from WP1 and WP3 of IM-SAFE project.

The information coming from deliverable D2.1 has been gathered by experts in the field by
doing intensive research about each surveying technology analysed within the project. The
collected information needs to be structured to be implemented in the wiki. In this project, a
semantic wiki has been used to store all this information. It contains an underlying knowledge
model capturing information by means of classes, relationships amongst classes, and their
properties. In section 3.3.1, a better explanation is given.

3.3.1 WP2 knowledge model

The knowledge model of WP2 has been created based on the information gathered from the
review of the different surveying technologies. Said information has been reviewed to identify
the different classes, subclasses, object properties and their relationships to create the
knowledge model. The created model was validated by domain experts, and the provided
feedback was used to modify the needed aspects of it. Figure 3.3 shows a detailed view of
WP2 model.

groups

Performance
Indicator

A
assodated with
performance indicator

L A
Organisation /  |has knowledge » Externa process

Person | of technigLie |
! detects
' processes
I
1
|
1
Survey technique
I > / E v
Materia type |« Name > Deterioration
suitable for material process
type
Status
e . ) measures
Civil engineering pe physicol »|  Damage type
type used for CE type quantity
Summary
p|  Material property
Adv:
General
Standard - Disadv : > al
has related standards characteristic
i
Ll
! .
! has desaription page Survey technigue
Object state fo-mmmmm e » description page
determined with inspedtion technique (nor-semantic)

Figure 3.3 — Knowledge model of WP2 (surveying technologies)

Once the knowledge model was created, the information of each surveying technology report
could be imported into the semantic wiki. In addition, research and retrieval patterns were
created so that end users could navigate the wiki in an easy way.
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3.3.2 Result

Lastly, the online interactive catalogue of surveying technologies for transport infrastructure is
to be delivered as part of the IM-SAFE semantic wiki, which is the main result of task T2.1.

The IM-SAFE Semantic Wiki is operational and publicly available at this location:
https://imsafe.wikixl.nl/

The content of the present deliverable is accessible under the Surveying Technologies tab
(Figure 3.4).

" IM-SAFE IM-SAFE Knowledge Base Login | Wetzoekeu? .

Main ~ About ~ Case studies ~ Surveying technologies ~ Maintenance management ~ Technical =

Introduction
Overview

Search in surveying technologies

Surveying technologies guidance

IM-SAFE aims to support the European Commission and the European Committee for Standardization (CEN) to preparing
a new standard in monitoring for optimal maintenance and safety of transport infrastructure based on a comprehensive
insight into the trends, challenges, best practices, and technology developments, including the integration of digital
innovations.

IM-SAFE aims to achieve broad acceptance for new standardization and to enable public authorities and industries to
contribute to standardisation, roll-out, and implementation.

This IM-SAFE Knowledge Base supports the pan-European Community of Practice (CoP) actively involved in the
development and implementation processes of the new standards on monitoring of transport infrastructure.

For more information, visit the project website at https://im-safe-project.eu.

Figure 3.4 — Screenshot of the actual wiki, showing the tabs available on WP2

In case more information is needed, please go to deliverable D1.2 of the present project,
where a detailed description of the wiki has been provided.
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4 Data analysis

4.1 Introduction

The range of surveying techniques considered in this project is very broad in terms of type,
quality, and volume of generated data. The same holds for the complexity and type of
information that can be derived from the data. Since for each surveying technology several
data analysis approaches can be used, giving a comprehensive overview of all the potentially
used data analysis methods is not possible. Therefore, the approach chosen is to focus on
the list of the most used data analysis methods for each of the surveying technologies
described (see Chapter 3).

The aim of this chapter is to depict at high level the principles on which the different data
analysis methods are based. For detailed descriptions and exhaustive mathematical
derivations, the reader should refer to the numerous cited sources.

4.2  Description of analysis methods

4.2.1 Parametric-, model- and physics-based methods

Several fields and industries have traditionally relied on empirical and theoretical models to
explain reality. Most theoretical methods used are the result of deriving differential equations
based on conservation laws, physical principles, and/or phenomenological behaviours for a
particular process. Partial differential equations are numerically solved using finite differences,
finite elements, spectral and meshless methods. These physics-based approaches assume
that a physical model describing the behaviour behind these measurements is available and
somehow sufficiently accurate and self-contained to predict future behaviour.

An initial simulation of the expected behaviour is performed by assuming initial model and
parameters, then parameters are modified to obtain the best fit of data to model, using either
a trial-and-error heuristic process (in the simplest cases) or by minimizing the value of an
objective function, which is a measure of the difference between the experimental and
simulated data. This data analysis approach is still used for several of the surveying
technologies here described, e.g., radioactive and nuclear methods, guided waves
techniques, surface measurements, acoustic emission, qualitative and quantitative chemical
methods, mechanical tests on cored samples.

However, over the last years, thanks to the availability of a growing wealth of multi-fidelity
observations from sensors and instruments, a paradigm shift towards data-driven methods
has been observed, with Machine Learning (ML) and Deep Learning (DL) becoming
ubiquitous. These methods can explore massive design spaces, identify multi-dimensional
correlations, and manage ill-posed problems. Deep learning approaches naturally provide
tools for the automated extraction of features from massive amounts of multi-fidelity
observational data that are currently available and characterized by unprecedented spatial
and temporal coverage. They can also help to link these features with existing approximate
models and exploit them in building new predictive tools.

At the crossroad of the two approaches, physics-informed learning [6] integrates (noisy) data
and mathematical models and implements them through neural networks or other
kernel-based regression networks. Physics-informed machine learning can seamlessly
integrate data and the governing physical laws, including models with partially missing
physics, in a unified way. This can be expressed compactly using automatic differentiation and
neural networks that are designed to produce predictions that respect the underlying physical
principles [7]. Although this specific approach is not described in detail in this chapter, it may
be an important future direction for the civil engineering.
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4.2.1.1 High level considerations for the engineering infrastructure domain

For Structural Health Monitoring (SHM), parametric techniques, also called model- or physical-
based detection methods, are good for physical conceptualization and for the prediction of
infrastructure future behaviour. However, structural models are difficult to create and may not
accurately reflect real behaviour. Difficulties and uncertainties increase in presence of
complex civil infrastructures so that well-defined and unique behaviour models of structures
cannot be clearly identified.

Alternatively, non-parametric algorithms referred to as model-free or data-driven methods are
independent of mathematical model and process the data in a way that is free of geometrical
and material information. This makes non-parametric damage detection algorithm desirable
for long-term monitoring of structures. However, of the several non-parametric damage
detection algorithms available, not all are of practical application in the case of long-term
monitoring of real-life civil structure. Parameters such as daily and seasonal variation of
environmental conditions (temperature), missing data (instrument failure, extreme natural
phenomena, power interruptions, removal of erroneous measurements), the presence of large
amount of noise and outliers [8] can limit or add some complexity to the non-parametric data
interpretation. A summary of advantages and disadvantages of parametric versus non-
parametric techniques is reported in [9] and also shown in Figure 4.1.

Data Analysis
Approaches

Scenarios for Common Use

Advantages

Disadvantages

Non-parametric
Methods

also known as

e Data-Driven Methods;
e Direct Signal Analysis;
e Model-free Methods

e Non-Physics-Based
Methods

Structure may not be a
critical structure
Structural prediction is
not critical

Many structures need to
be monitored

There is time for training
the system

No need for models, therefore
no modeling costs

May detect and localize
changes/damage

Many options for signal
analysis

Incremental training can track
damage accumulation

Good for long-term use on
structures for early detection of
situations requiring
model-based interpretation

Physical interpretation of
the signal may be
difficult

Weak support for
decisions on
rehabilitation and repair

Indirect guidance for
structural management
activities such as
inspection and further
measurement

Cannot be used to justify
replacement avoidance

Parametric Methods
also known as
e Structural Methods;

o Model-based
Methods;

e Physics-Based
Methods

Design model is not
accurate

Structure has strategic
importance
Damage is suspected

There are structural
management challenges

Interpretation is easy when
links between measurements
and potential causes are
explicit

The effects of changes in
loading and use can be
predicted

Guidance for further inspection
and measurement

Consequences of future
damage can be estimated

Support for planning
rehabilitation and repair

May help justify replacement
avoidance

Modeling is expensive
and time consuming

Errors in models and in
measurements can lead to
identification of the
wrong model

Large numbers of
candidate models are

hard to manage

Identification of the right
model could require
several interpretation -
measurement cycles

Complex structures with
many elements have
combinatorial challenges

Figure 4.1 — Comparison between parametric and non-parametric methods

4.2.2

There are two broad classes of inference methods in statistics: frequentist and Bayesian
methods. These two approaches are the result of two competing schools of thought on how
probabilities should be interpreted.

Bayesian vs Frequentist statistics
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Frequentist statisticians have an objective interpretation of probabilities as the result of
experiments that sample unknown but fixed population values. For instance, the fraction of
statistics practitioners who subscribe to the frequentist school as opposed to the Bayesian one
is currently unknown but could be estimated by polling people and counting the frequency with
which a respondent says that they belong to one school as opposed to the other (hence the
term frequentist). Sampling people independently at random would presumably tell us that
frequentist are a much larger group as the frequentist view is generally perceived as more
pragmatic and by far most of the statistics analyses appearing in scientific publications are
based on measures of significance that rely on p-values and confidence intervals, which are
frequentist objects (see e.g. [10]).

Ironically, frequentistist approaches would not allow us to incorporate our prior knowledge on
the overwhelming popularity of frequentict statistics in our analysis. That is where Bayesian
statistics comes which is a school of thought supporting a subjective interpretation of
probabilities as statistical propositions that depend on a posterior belief that is formed by
combining prior beliefs and data observations. The measure of significance of provided by
Bayesian statistics paralleling p-values and confidence intervals are Bayes factors and
credible intervals, i.e. the relative probability of competing models given the data, and an
interval of values within which a parameter has a given high probability of being located,
respectively.

In light of the mentioned dominance of frequentist statistics in technical domains, in the rest of
this chapter we will mostly focus on frequentist methods. However, it is useful to point out that
on one hand to stress the value of Bayesian methods when one has a good grasp on the prior
distribution of a parameter to be estimated, or when one needs a principled way of comparing
competing models of the data. Finally, it is also useful to remember that the frequentist vs
Bayesian divide might not be as deep as it might seems (see e.g. Andrew Gelman piece titled
"Bayesians are frequentists" [11]).

4.2.3 Descriptive statistics for scientific observables
4.2.3.1 Descriptive statistics

Descriptive statistics is about describing and summarizing data (Table 4-1 to Table 4-4). The
guantitative approach describes and summarizes data numerically. The visual
approach illustrates data with charts, plots, histograms, and other graphs. It can be applied to
one or many datasets or variables. Univariate analysis describes and summarizes a single
variable; bivariate analysis is used to search for statistical relationships among a pair of
variables; similarly, a multivariate analysis is concerned with multiple variables at once.

Descriptive statistics is used for several of the surveying technologies considered in this
project (e.g., Mechanical tests on cored samples, Water resistance, Quantitative chemical
methods, Weight-in-Motion).

Measures of Measures of Central | Measures of Dispersion L
- Measures of Position
Frequency Tendency or Variation
Shows how often | Locates the Identifies the spread of Describes how data
something distribution by data points by stating fall in relation to one
occurs. various points. intervals. another. Relies on
standardized scores.
- Count - Weighted mean - Range - Percentile Ranks
- Percent - Harmonic mean - Variance - Quartile Ranks
- Frequency - Median - Standard Deviation
- Mode

Table 4-1 — Descriptive statistics
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The sample mean, also called the sample arithmetic mean or simply
the average, is the arithmetic average of all the items in a dataset. The mean of

Mean a dataset x is mathematically expressed as Zixi/n, where i = 1, 2, ..., n. In other
words, it's the sum of all the elements x; divided by the number of items in the
dataset x.

The weighted mean, also called the weighted arithmetic mean or weighted
average, is a generalization of the arithmetic mean that enables you to define
the relative contribution of each data point to the result. You define one weight
wi for each data point x; of the dataset x, where i =1, 2, ..., n and n is the number
Weighted mean | of items in x. Then, you multiply each data point with the corresponding weight,
sum all the products, and divide the obtained sum with the sum of weights:
2 (wixy) /2w

Note: It's convenient (and usually the case) that all weights are nonnegative, w;
= 0, and that their sum is equal to one, or X;w; = 1.

The harmonic mean is the reciprocal of the mean of the reciprocals of all items
Harmonic mean | in the dataset: n/2 ;(1/x;), where i =1, 2, ..., n and n is the number of items in
the dataset x.

The geometric mean is the n-th root of the product of all n elements xi in a
dataset x: "V(II;x;), where i =1, 2, ..., n.

The sample median is the middle element of a sorted dataset. The dataset can
be sorted in increasing or decreasing order. If the number of elements n of the
dataset is odd, then the median is the value at the middle position: 0.5(n + 1). If
n is even, then the median is the arithmetic mean of the two values in the middle,
that is, the items at the positions 0.5n and 0.5n + 1.

Median The main difference between the behaviour of the mean and median is related
to dataset outliers or extremes. The mean is heavily affected by outliers, but the
median only depends on outliers either slightly or not at all. By comparing the
mean and median, outliers and asymmetry in data can be detected. Whether the
mean value or the median value is more useful depends on the context of a
particular problem.

The sample mode is the value in the dataset that occurs most frequently. If there
Mode isn’t a single such value, then the set is multimodal since it has multiple modal
values.

Geometric mean

Table 4-2 — Measures of central tendency in detalil

The sample variance shows numerically how far the data points are from the
mean. You can express the sample variance of the dataset x with n elements

mathematically as s? = Zi(x; — mean(x))?/(n — 1), where i = 1, 2, ..., n
Variance and mean(x) is the sample mean of x.

To calculate population variance use n in the denominator instead of n — 1:

Zi(x; — mean(x)) ?/n. In this case, n is the number of items in the entire
population.

The sample standard deviation is another measure of data spread. It's
connected to the sample variance, as standard deviation, s, is the positive
o square root of the sample variance. The standard deviation is often more
Standard deviation | conyenient than the variance because it has the same unit as the data points.

The population standard deviation refers to the entire population. It's the
positive square root of the population variance.

The coefficient of variation (CV), also known as relative standard deviation

Coefficient of (RSD), is a standardized measure of dispersion of a probability distribution
variation or frequency distribution. It is often expressed as a percentage and is defined

as the ratio of the standard deviation, s, to the mean (or its absolute value).
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The sample p percentile is the element in the dataset such that p% of the
elements in the dataset are less than or equal to that value. Also, (100 - p)%
of the elements are greater than or equal to that value. If there are two such
elements in the dataset, then the sample p percentile is their arithmetic mean.
Each dataset has three quartiles, which are the percentiles that divide the
dataset into four parts (first quartile is the sample 25th percentile, second
quartile is the sample 50th percentile or the median, the third quartile is the
sample 75th percentile).

Percentiles

The range of data is the difference between the maximum and minimum
Ranges element in the dataset. The interquartile range is the difference between the
first and third quartile.

Table 4-3 — Measures of variability in detail

The sample skewness measures the asymmetry of a data sample. There are several
mathematical definitions of skewness. One common expression to calculate the

skewness of the dataset x with n elements is (n?/((n —1)(n—2)))(Zi(x;i —
Skewness | mean(x))?/(ns*)). A simpler expression is Zi(xi —
mean(x))*n/((n — 1)(n — 2)s*), where i = 1, 2, ..., n and mean(x) is the sample

mean of x. The skewness defined like this is called the adjusted Fisher-Pearson
standardized moment coefficient.

The kurtosis is a measure of the "tailedness" of the probability distribution of a real-
valued random variable which, like skewness, can be quantified in several different
ways. The standard measure of a distribution's kurtosis is a scaled version of the

Kurtosis x—mean(x)\*
fourth moment of the distribution and is defined as Kurt(x) = E [(—J ) ]

where o denotes the standard deviation of x, and E is the expectation operation.

The moments of a function are quantitative measures related to the shape of the
function's graph. They are important quantities in statistics, because if the function
under consideration is a probability distribution, the collection of all the moments (of
Standardize | all orders, from 0 to infinity) uniquely determines the distribution. The expected value,
d moments | the variance, skewness, and kurtosis are directly related to respectively the first,

second, third and fourth moments of the probability distribution. The standardized

moment of degree k is defined as % where p, = E[(x — p)*], ok =

k
( E[(x — y)z]) , 1 = mean(x) and E is the expectation operator,

Table 4-4 — Measures of symmetry in detail

4.2.3.2 Inferential Statistics

The theory of statistical inference consists of methods by which inferences or generalizations
about a population are made. Instead of examining the entire collection called the population,
which may be difficult or impossible, we may examine a small part of it called random sample.
Statistical inference is the process used to draw certain inferences about the population from
results derived from the sample. The process of obtaining samples is called sampling. The
distribution of a statistic calculated based on random sample is called sampling distribution
and it is basic to all statistical inference. If a measurement is generated in every experiment
unit in the entire collection, the resulting data set constitutes the population of interest (i.e., set
of all measurements of interest to the investigator). Any smaller subset of measurements is a
sample (i.e., subset of measurements selected from the population of interest). The size of
the population N is the number of objects or observations in the population. The size of a
sample is denoted by n. If n = 30, the sampling is said to be large and if n < 30, the sampling
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is customarily considered "small". Statistical measures of the population such as mean, and
variance are known as population parameters.

The process of estimating a population parameter by using sample information is called
estimation. The processes used to decide whether to accept or reject a set of hypotheses are
called basis of hypothesis. There are two types of estimation procedures: Point estimation or
Interval estimation. An interval estimator is a rule for calculating two numbers a and b to create
an interval that contains with high probability the parameter of interest. The probability that a
confidence interval will contain the estimated parameter is called the confidence coefficient,
1 — a. When the sampling distribution of a point estimator is approximately normal, an interval
estimator or confidence interval can be calculated as:

o o

(x _Za/Z ﬁ,x +Za/2ﬁ)
with x sample mean, o standard deviation, n sample size, and Z,,,that depends on the
confidence coefficient and is 1.96 (2.58) for 95% (98%) large sample confidence interval. In
this type of analysis, if the specified value is within the confidence interval, we conclude that
there is not a statistically significant difference between that specified value and the actual
value for the population or process. If the size of the sample is small (n < 30), the actual density
function or curve that describes the sampling distribution is called the t-distribution. Point and
interval estimator formula need then to be updated to this specific distribution [12].

Eqg. 1

Inferential Statistics is involved in such analyses as ANOM, ANOVA, Chi-Square Tests, F-
tests, Regression, t-tests, and z-tests. For more details, the reader is referred to the following
books on Probability and Statistics [13].

4.2.3.3 Statistics in Analytical Chemistry

Modern analytical chemistry is concerned with the detection, identification, and measurement
of the chemical composition of substances using instrumental techniques. Quantitative results
are obtained using instruments that allow the user to determine the concentration of a
chemical in a sample from an observable signal. There is always some variation in that signal
over time due to noise and/or drift within the instrument. The user needs to calibrate the
response as a function of analyte concentration to obtain meaningful quantitative data. As a
result, there is always an error, a deviation from the true value, inherent in that measurement.
One of the uses of statistics in analytical chemistry is therefore to provide an estimate of the
likely value of that error, hence, to establish the uncertainty associated with the measurement.
Two terms of importance in any measurement are accuracy and precision. Accuracy is
defined as the closeness of a result to the true value. This can be applied to a single
measurement but is more commonly applied to the mean value of several repeated
measurements, or replicates. Precision is defined as the extent to which results agree with
one another. In other words, it is a measure of consistency, and is usually evaluated in terms
of the range or spread of results. Practically, this means that precision is inherently related to
the standard deviation of the repeated measurements. When referring to the consistency
between individual values amongst a set of replicate measurements performed by the same
person, at the same time on the same sample, using the same method, this is termed the
measurement repeatability. When referring to the consistency of a method as used by different
analysts, laboratories, and/or over an extended time, this is termed the reproducibility. For a
comprehensive tutorial please read [14].

4.2.4  Fitting of data to probability distributions

Measurement processes usually introduce a certain amount of variability or randomness into
the results, and this randomness can affect the conclusions drawn from measurements. The
same holds for naturally occurring random phenomena or uncertainties caused by incomplete
knowledge. Randomness in measured variables can be accounted for by their probability
density functions (PDF). In order to find the density function of continuous measured data, one
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can simply determine the best fit of selected PDFs to the observational data. The selection of
candidates PDF must be done considering the nature of the random process, the domain or
support of the distribution, and the shape of the observational data. For a list of probability
distributions please see [15].

4.2.5 Outlier detection and robust regression
4.2.5.1 Ouitlier detection

An outlier is a data point that differs significantly from other observations and may be due to
variability in the measurement or to experimental error. When outliers originate from
measurement error, they can be discarded using statistics that are robust to outliers. If they
originate from heavy-tailed distribution (high skewness) one should be very cautious in using
tools or intuitions that assume a normal distribution. A frequent cause of outliers is a mixture
of two distributions, which may be two distinct sub-populations, or may correspond to the
correct versus erroneous measurement.

Outlier detection is sometimes also called novelty detection, anomaly detection, noise
detection, deviation detection or exception mining. For a recent overview of outlier detection
methodologies [16]. For outlier detection in local feature matching of computer vision pipelines,
the reader is referred to [17].

4.2.5.2 Robust Regression Analysis (RRA)

Least squares estimate for regression models are highly sensitive to outliers. Robust
Regression Analysis methods aim to develop procedures that give a good fit to the bulk of the
data without being perturbed by a small proportion of outliers, and that do not require deciding
in advance which observations are outliers. Whether an estimator is robust can be studied
with two simple measurements: Influence function and Breakdown point. Both measurements
are based on the idea of studying the behaviour of an estimation function under the influence
of gross errors, i.e. arbitrary included data. A well-established technique is the one of M-
estimators. The M-estimator is essentially a weighted mean, wherein the weights are designed
to prevent the influence of outliers on the estimator as much as possible.

426 Methods based on correlations
4.2.6.1 Cross-Correlation Analysis (CCA)

In signal processing, cross-correlation (also known as a sliding dot product or sliding inner-
product) is a measure of similarity of two series as a function of their relative displacement. It
is commonly used for searching a long signal for a shorter known feature and is similar in
nature to the convolution of two functions. For mathematical derivation please read [18].

4.2.6.2 Magnitude Squared Coherence

The magnitude-squared coherence (MSC) is a measure that estimates the extent to which
one real- or complex-valued signal can be predicted from another real- or complex-valued
signal using a linear model. When used as a measure of the similarities in the frequency
content of two signals, it returns real values between 0 and 1 to indicate how well two-time
domain signals x(t) and y(t) match each other at various frequencies.

4.2.7 Dimensionality reduction methods

Dimensionality reduction is the transformation of high-dimensional data into a meaningful
representation of reduced dimensionality. There is a very long list of linear and nonlinear
dimensionality reduction techniques, but we will review only the most used techniques, related
to the surveying technologies considered in the project. For an interesting comparison
between linear and nonlinear methods, the reader can refer to [19].
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4.2.7.1 Factor analysis

Factor analysis attempts to identify underlying variables, or factors, that explain the pattern
of correlations within a set of observed variables. Factor analysis is often used in data
reduction to identify a small number of factors that explain most of the variance that is
observed in a much larger number of manifest variables. Factor analysis can also be used to
generate hypotheses regarding causal mechanisms or to screen variables for subsequent
analysis. It may help to deal with data sets where there are large numbers of observed
variables that are thought to reflect a smaller number of underlying/latent variables. It is one
of the most commonly used inter-dependency techniques and is used when the relevant set
of variables shows a systematic inter-dependence and the objective is to find out the latent
factors that create a commonality. To reduce the number of variables to explain and to
interpret the results, FA relies on two steps, factor extraction followed by factor rotation. Factor
extraction involves making a choice about the type of model as well the number of factors to
extract. Factor rotation comes after the factors are extracted, with the goal of achieving simple
structure in order to improve interpretability.

The two main factor analysis techniques are Exploratory Factor Analysis (EFA) and
Confirmatory Factor Analysis (CFA) [20]. CFA attempts to confirm hypotheses and uses path
analysis diagrams to represent variables and factors, whereas EFA tries to uncover complex
patterns by exploring the dataset and testing predictions. For a detailed yet simple tutorial on
FA the reader is referred to [21]. For permutation methods for Factor Analysis [22].

4.2.7.2 Principal component Analysis (PCA)

Principal component analysis (PCA) is the process of computing the principal components
and using them to perform a change of basis on the data. The analysis includes the
transformation of the data with respect to a current coordinate space to a new space, to re-
express the original data reducing, filtering or eliminating the noise and possible redundancies.
These redundancies are measured by means of the correlation between the variables.

In other words, PCA is defined as an orthogonal linear transformation that transforms the data
to a new coordinate system such, that the greatest variance by some scalar projection of the
data comes to lie on the first coordinate (called the first principal component), the second
greatest variance on the second coordinate, and so on. The first principal component can
equivalently be defined as a direction that maximizes the variance of the projected data (and
by assumption the signal-to-noise-ratio). The i-th principal component can be taken as a
direction orthogonal to the first i-1principal components that maximizes the variance of the
projected data. It can be shown that the principal components are eigenvectors of the
data's covariance matrix. Thus, the principal components are often computed by
eigendecomposition of the data covariance matrix or singular value decomposition (SVD) of
the data matrix. Since the results of PCA depend on the scaling of the variables, it is important
to scale each feature by its standard deviation, hence use the derived dimensionless features
with unital variance. In summary, the process is as follows: 1) Organize data as an m x n
matrix, where m is the number of measurement types (for example different sensors) and n is
the number of samples, 2) Subtract off the mean for each measurement type; 3) Calculate the
SVD or the eigenvectors of the covariance. For a complete mathematical description of
deriving PCA and the linear algebra solutions, using the above-mentioned techniques, please
read [23].

PCA is commonly used for dimensionality reduction by projecting each data point onto only
the first few principal components to obtain lower-dimensional data while preserving as much
of the data's variation as possible. Such dimensionality reduction can be a very useful step for
visualising and processing high-dimensional datasets, while still retaining as much of the
variance in the dataset as possible. For example, keeping only the first two principal
components finds the two-dimensional plane through the high-dimensional dataset in which
the data is most spread out, so if the data contains clusters these too may be most spread
out, and therefore most visible to be plotted out in a two-dimensional diagram. Instead, if two
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directions through the data (or two of the original variables) are chosen at random, the clusters
may be much less spread apart from each other and may in fact be much more likely to
substantially overlay each other, making them indistinguishable. One approach, especially
when there are strong correlations between different possible explanatory variables, is to
reduce them to a few principal components and then run the regression against them, a
method called principal component regression.

There are some limitations and disadvantages. Standard PCA can capture linear correlations
between the features but fails when the linearity assumption is violated. To overcome this
problem, kernel PCA was introduced, based on constructing nonlinear mappings that
maximize the variance in the data. Another limitation is the mean-removal process before
constructing the covariance matrix for PCA. PCA is at a disadvantage if the data has not been
standardized before applying the algorithm to it. PCA transforms original data into data that is
relevant to the principal components of that data, which means that the new data variables
cannot be interpreted in the same ways that the originals were. They are linear interpretations
of the original variables. While PCA finds the mathematically optimal method (as in minimizing
the squared error), it is still sensitive to outliers in the data that produce large errors, something
that the method tries to avoid in the first place. It is therefore common practice to remove
outliers before computing PCA. However, in some contexts, outliers can be difficult to identify.
Robust principal component analysis (RPCA) via decomposition in low-rank and sparse
matrices is a modification of PCA that works well with respect to grossly corrupted
observations. The objective of sparse principal component analysis (sparse PCA) is to find a
reasonable trade-off between statistical fidelity and interpretability [24]. For additional recent
development, please refer to [25].

4.2.7.3 Independent component analysis (ICA)

ICA is a computational method for separating a multivariate signal into additive sub-
components, by assuming that the sub-components are non-Gaussian signals and that they
are statistically independent from each other [26]. ICA corresponds to a general framework for
solving Blind Source Separation (BSS) problems based on statistical independence of the
unknown sources. ICA finds the independent components (also called factors, latent variables,
or sources) by maximizing the statistical independence of the estimated components. This is
achieved either by minimization of mutual information or the maximization of non-Gaussianity.
Typical algorithms for ICA use centering (subtract the mean to create a zero-mean
signal), whitening (usually ~ with  the eigenvalue = decomposition), and dimensionality
reduction as preprocessing steps to simplify and reduce the complexity of the problem for the
actual iterative algorithm. Whitening and dimension reduction can be achieved with principal
component analysis or singular value decomposition. Whitening ensures that all dimensions
are treated equally a priori before the algorithm is run. For a relatively recent tutorial on ICA
please read [27].

Well-known algorithms for ICA include infomax, FastICA [28], JADE, and kernel-independent
component analysis. In general, ICA cannot identify the actual number of source signals, a
uniquely correct ordering of the source signals, nor the proper scaling (including sign) of the
source signals. While PCA identifies an orthogonal linear basis which maximizes the variance
of the data, ICA is not restricted to an orthogonal basis because statistical independence
makes no such requirement.

4.2.8 Analysis methods for time dependent data

A time series is a series of data points indexed in time order and, most commonly, it is a
sequence of data points taken at successive equally-spaced points in time. Time
series analysis comprises methods for analysing time series data in order to extract
meaningful statistics and other characteristics of the data. Time series forecasting is the use
of a model to predict future values based on previously observed values. While regression
analysis is often employed in such a way as to test relationships between one or more different
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time series, this type of analysis is not usually called "time series analysis", which refers in
particular to relationships between different points in time within a single series.

4.2.8.1 Time frequency analysis techniques: Fourier Transforms and Wavelets

A wavelet is a mathematical function used to decompose a given function or continuous-time
signal into components of different scale. Each scale component has an assigned frequency
range and can be studied with a resolution that matches its scale. A wavelet transform is the
representation of a function by wavelets, scaled and translated copies (known as "daughter
wavelets") of a finite-length or fast-decaying oscillating waveform (known as the "mother
wavelet"). Wavelet transforms have advantages over traditional Fourier transforms for
representing functions that have discontinuities and sharp peaks, and for accurately
deconstructing and reconstructing finite, non-periodic and/or non-stationary signals. Wavelet
transforms are classified into discrete wavelet transforms (DWTs) and continuous wavelet
transforms (CWTs). Both DWT and CWT are continuous time (analog) transforms and can be
used to represent analog signals. CWTs operate over every possible scale and translation
whereas DWTSs use a specific subset of scale and translation values or representation grid.

4.2.8.2 ARIMA

ARIMA is an acronym for “Auto Regressive Integrated Moving Average”, which are a general
class of linear models for one-dimensional time series. The main idea is to explain the current
value of the time series based on its own past values, that is, its own lags and the lagged
forecast errors, so that equation can be used to forecast future values. In practice an ARIMA
model assumes that the current value of the time series is explained as a sum of three terms
(explaining also the name of the model):

1. an Auto Regressive term: AR(p) = a + B1Xi—q + =+ BpXi—p + €1, Where a, By, ..., Bp
are parameters to be fit and ¢, is a noise term assumed to be sampled from a Gaussian;

2. a Moving Average term: MA(q) = a + & + ¢1&—1 + - + Pg&i—q;

3. and an Integrated (or differencing) term that can be defined as: for and I,(0) = X;,
where m is the seasonality of the signal X;.

Setting corresponds to the special case of an ARMA (Autoregressive Moving-Average) model:
which works for stationary signals and can be estimated by using the Box-Jenkins method
(see e.g. [@Ngo2013]). In case of non-stationary signals, the term of the general ARIMA
model for can be used to remove the seasonality of the signal in order to recover a situation
that can be handled by the ARMA model.

4.2.8.3 Deep learning methods for time series (see chapter Best DL-models for time
series)

Because of their capability to model time-dependent signals, recurrent neural networks like
the neural architectures of choice to model time series. Among these architectures based on
LSTMs and GRUSs units are the typical choice, since the designed to combat the problem of
vanishing gradients, which is otherwise ubiquitous when training recurrent neural networks on
long time horizons (see later paragraph on recurrent neural networks).

4.2.9 Modal Analysis

Modal analysis aims to determine the dynamic properties (natural frequencies, damping ratios
and mode shapes) of a structure, directly related to their mass and stiffness. It is based on the
principle that the dynamic behaviour of a structure depends only on its intrinsic characteristics.
Degradation processes can significantly affect material properties, geometric properties
and/or boundary conditions, and, consequently, modify stiffness and modal parameters. The
whole process of experimental identification of a structure dynamic parameters can be
synthetically illustrated in Figure 4.2.
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Figure 4.2 — Process experimental verification of structure dynamic parameters

Two different categories of modal analysis can be distinguished: Operational Modal Analysis
(OMA) and Experimental Modal Analysis (EMA). OMA processes output signals extracted
from monitored structures during their ambient operation (the structure is excited by ambient
excitations like wind or traffic). EMA is an experimental procedure that comprises a testing
protocol in which the structure is excited by one or several known dynamic excitation forces.
Thus, while EMA procedures are developed in a deterministic framework, OMA methods can
be seen as their stochastic counterpart. EMA methods are known as input-output modal
analysis, while OMA methods are known as output-only modal analysis.

The dynamic behaviour of a structure can be represented either by a set of differential
equations in time domain, or by a set of algebraic equations in frequency domain. The
techniques of dynamic identification can, therefore, be classified into time domain and
frequency domain techniques. For a thorough mathematical discussion to which the reader is
referred.

There is a wide variety of input-output modal identification methods whose application relies
either on estimates of a set of Frequency Response Functions (FRF) or on the corresponding
impulse response functions (IRFs), which can be obtained through the inverse Fourier
transform [29]. The FRF matrix carries all the information about the inertial, elastic, and energy
dissipating properties of the structure. These methods attempt to perform some fitting between
measured and theoretical functions and employ different optimization procedures and different
levels of simplification. They are usually classified according to the following criteria: Domain
of application (time or frequency), Type of formulation (indirect or modal and direct), Number
of modes analysed (single degree or multi degree of freedom- SDOF or MDOF), Number of
inputs and type of estimates (single-input single-output, single-input multi-output, multi-input
multi-output, multi-input single-output, SISO, SIMO, MIMO, MISO). Two categories of
methods can be also distinguished: parametric methods (algorithms that include the
consideration of a parametrized system model) and non-parametric methods (comparison of
measured data with some threshold and direct identification of some metric). In the context of
parametric identification methods, the intermediate step of estimating the parameters of a
system model is called system identification.

Several techniques are available to analyse OMA data and summarized in Figure 4.3.
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Analysis domain Parametric methods Non-parametric methods

Time domain Poly-reference least square Ibrahim time-domain (ITD) method
exponential (p-LSCE) (39) (43)
Auto-regressive moving average (40) Random decrement technique (RDT)
(ARMA) methods (44)
Covariance-driven stochastic Principal Component Analysis
subspace identification (SSl-cov) (41) (PCA)/Blind Source Separation

Methods

Data-driven stochastic subspace
identification (SSl-data) (42)

Natural Excitation Technique
(NEXT)/Eigensystem Realization
Algorithm (ERA)

Frequency domain Poly-reference least square Frequency Response Function
frequency domain (p-LSCF) method  estimation
(43)

Peak picking or Circle Fitting
Stochastic frequency-domain methods

subspace method (46)

Least Squares Frequency Domain
(LSFD)

Frequency domain decomposition
(FDD) method (47)

Figure 4.3 — List of techniques for OMA data

The richness and complexity of the OMA methods with the five different types of
numerical techniques employed in their development: is depicted in [30]. A peculiar aspect of
output-only modal identification based on the fitting of response correlation functions is the
possibility to use methods that stem from classical input-output identification methods based
on impulse response functions. Some of these methods are the lbrahim time domain (ITD),
the multiple reference Ibrahim time domain (MRITD), the least-squares complex exponential
(LSCE), the polyreference complex exponential (PRCE) or the covariance-driven stochastic
subspace identification (SSI-CQOV).

PP method
Welch method .| Estimates of FDD and EFDD methods
FFT power spectral SVD
densit
Iu:;?;:s RD-PP method
Modal Numerical techniques used:
S0 parameters: FFT— Fast Fouri f
Response RD-FDD and RD-EFDD methods — Fast Fourier transform
time series Estimates of - SVD f SVD — Singular value decomposition
RD function: LS — Least-squares fittin
s - iDiand MAITHImEods 5 EVD—Ei enqvectordec:m osition
b *|  Estimates of LS, EVD . o po
BREsiar ] correlation LSCE and PTD methods i QR — Orthogonal decomposition
=|  functions LS, EVD
e A, SSI-COV method
SSI-DATA method Sl (3 =00 o
QR, SVD, LS, EVD

Figure 4.4 — Overview of modal parameters extraction through FFT-based analysis.

Advantages and disadvantages of the most used OMA techniques are summarized in this
interesting report [31], and the table contained in Figure 4.5, extracted from the same source.

Page | 36



I M = SA F EEU I Associated with document Ref. Ares(2020)3731189 - 15/07/2020

Method Type Pros Cons
PP Frequency domain Simplest, easiest and computationally most Inaccurate if a system has closely spaced
undemanding method modes which is the case in most real
structures

FDD Frequency domain Can identify natural frequencies and closely Cannot estimate damping ratios
spaced mode shapes accurately

EFDD  Frequency domain User-friendly and fast processing method Exact computation of modal damping is

Can identify damping ratios along with still an issue which may often lead to
mode shapes and natural frequencies with ~ biased estimates
higher accuracy than FDD
TDD  Time domain Computationally efficient method. Reduces Difficult to extract modal parameters from

operator interaction greatly during modal closely spaced modes
analysis process

NExT Time domain Provides a good ground to extend EMA Nature of the data in OMA is stochastic,

techniques in OMA while NExT methods have deterministic
framework

ARMA Time domain Output measurements can be utilized Computationally intensive method
directly

SSI Time domain High parameter estimation accuracy and Mathematically complex method
high computational efficiency compared
to other OMA methods

Figure 4.5 — Pros and cons of different OMA techniques

In case of structures characterised by non-linear behaviour, a suite of methods is available for
tackling such higher order complexities, which are listed in Figure 4.6 separated into
parametric and non-parametric methods.

Parametric methods Non-parametric methods

(primarily in time domain) (primarily in a transformed domain)
Linear parameter Varying Models (40) Short-time Fourier Transform (Spectrogram)
MNonlinear Auto-regressive madels with Wavelet based Analysis (54)

eXxogenous input (ARMA) methods (44)

Hilbert—Huang transform (HHT)/ Empirical
Smoothness Priors Time-Varying AR Mode Decomposition (EMD) (55)
models (SP-TAR) (49) Kernel PCA (56)

Figure 4.6 — Examples for parametric and non-parametric methods for nonlinear and non-stationary
systems

Recently some machine learning approaches have been suggested for OMA [32] and for
nonlinear modal analysis [33].

4.2.10 Analysis methods for Big Data
4.2.10.1 Big data definition

Nowadays it is common to speak about the seven Vs that characterize the properties of big
data: Variety, Velocity, Volume, Veracity, Variability, Visualization, Value.

The concept of big data has received remarkable attention when dealing with complex
engineering problems, also within the civil engineering community. Big data may arise for SHM
in the case of long-term monitoring strategies, use of dense sensor networks, exploitation of
multiple dynamic tests on the structure and high sampling rates [Reference sensors-20-
02328].
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4.2.10.2 Big data analysis technologies and methods

The Hadoop Distributed File System (HDFS) is a distributed file system designed to run on
commodity hardware. It has many similarities with existing distributed file systems, but the
differences are significant. HDFS is highly fault-tolerant, designed to be deployed on low-cost
hardware, provides high throughput access to application data and is suitable for applications
that have large data sets.

Hadoop MapReduce is a software framework for easily writing applications which process vast
amounts of data (multi-terabyte datasets) in-parallel on large clusters (thousands of nodes) of
commodity hardware in a reliable, fault-tolerant manner.

A MapReduce job usually splits the input dataset into independent chunks which are
processed by the map tasks in a completely parallel manner. The framework sorts the outputs
of the maps, which are then input to the reduce tasks. Typically, both the input and the output
of the job are stored in a filesystem. The framework takes care of scheduling tasks, monitoring
them and re-executes the failed tasks.

Input ‘ ’ Splitting ‘ ’ Mapping ‘ ‘ Shuffling ‘ ’ Reducing‘
Hadoop Cool Hadoop,1 » Hadoop,1 —b{ Hadoop,3

Cool,1 Hadoop,1

Hadoop,1

Hadoop Cool

Wow, 1
Wow Hadoop Wow Hadoop Hadoop,1 Conl 1 Hadoop,3
Cool Hadoop Wow ! s@l—y Cool,2
Cool, 1 e '

Wow,2

Cool Hadoop Wow }—» Cool,1 Wow, 1
Hadoop,1 > Wow,2
Wow, 1 Wow, 1

Figure 4.7 — Example of a map reduce job [34]

4.2.11 Machine learning
42.11.1 Introduction

Machine learning algorithms build a model based on sample data, known as training data, to
make predictions or decisions without being explicitly programmed to do so. Machine learning
methods can be divided into three broad categories, depending on the nature of the signal or
feedback available to the learning system:

e Supervised learning: The computer is presented with example inputs and their desired
outputs (labels), and the goal is to learn a general rule that maps inputs to outputs.

e Unsupervised learning: No labels are given to the learning algorithm, leaving it on its own
to find structure in its input. Unsupervised learning can be a goal (discovering hidden
patterns in data) or a means towards an end (feature learning).

¢ Reinforcement learning: A computer program interacts with a dynamic environment in
which it must perform a certain goal (such as driving a vehicle or playing a game against
an opponent). As it navigates its problem space, the program is provided feedback that's
analogous to rewards, which it tries to maximize.

Supervised learning algorithms build a mathematical model of a set of data that contains both
the inputs (features) and the corresponding outputs (labels). In other words, the learned model
defines the relationship between features and label. Training means creating or learning the
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model, inference means applying the trained model to unlabelled examples, hence, using the
trained model to make useful predictions. Regression models predicts continuous values.
Classification models handle dependent variables that are classes and is focused on
estimating the probability of an observation belonging to each class. Dependent variables in
classification problem are discrete and mutually exclusive groups or classes.

In supervised learning, the data has one or more inputs and the desired output, also known
as a label. In the mathematical model, each example is represented by an array or vector,
sometimes called a feature vector, and the data is represented by a matrix. The data are split
in three portions: the training set is used to train the algorithm, the development set is used to
choose the best performing algorithms or the best hyperparameter values, the test set is used
as a proxy for new data and serves to evaluate how the chosen algorithm would perform on
unseen examples. Examples of commonly used ratios between the training, dev and test sets
are 80:10:10 or 70:15:15, but these ratios strictly depend on the amount of available data and
may be task specifics. The test set should be large enough to yield statistically meaningful
results and be representative of the data set as a whole. Ideally, training, development and
test set should all come from the same distribution. If this is not possible, at least development
and test sets should meet this requirement. Each sample should be present in one and only
one of the training, development, and test portion, so as to allow for appropriate cross-
validation of the model performance on a test data set that is independent from the training
data set. Optimization of the objective function

Through iterative optimization of an objective function, supervised learning algorithms learn a
function that can be used to predict the output associated with new, unseen inputs.
The objective function is either a loss function, in which case it must be minimized or its
opposite (e.g., areward function in reinforcement learning), in which case it is to be
maximized. The purpose of loss functions is to compute the quantity that a model should seek
to minimize during training. There are various factors involved in choosing a loss function for
a specific problem, such as the type of machine learning algorithm chosen, the ease of
calculating the derivatives and to some degree the percentage of outliers in the data set.
Broadly, loss functions can be classified into two major categories, depending upon the type
of learning task, Regression losses and Classification losses. For a list of several available
loss functions, the reader is referred to the following sources: Keras API
(https://keras.io/api/losses/).

There are many different types of optimization algorithms that can be used for continuous
function optimization problems. Usually, they are classified into two main groups, depending
on whether the target function that is being optimized (in this case the objective function) is
differentiable or non-differentiable. First-order optimization algorithms explicitly involve using
the first derivative (gradient) to choose the direction to move in the search space. The
procedures involve first calculating the gradient of the function, then following the gradient in
the opposite direction (e.g., downhill to the minimum for minimization problems) using a step
size (also called the learning rate). The step size is a hyperparameter that controls how far to
move in the search space. A step size that is too small results in a search that takes a long
time and can get stuck, whereas a step size that is too large will result in zig-zagging or
bouncing around the search space, missing the optima completely. First-order algorithms are
generally referred to as gradient descent, with more specific names referring to minor
extensions to the procedure, e.g. Gradient Descent, Momentum, Adagrad, RMSProp, Adam.
The gradient descent algorithm also provides the template for the popular stochastic version
of the algorithm, named Stochastic Gradient Descent (SGD) that is used to train artificial
neural networks (deep learning) models. The important difference is that the gradient is
approximated rather than calculated directly, using prediction error on training data, such as
one sample (stochastic), all examples (batch), or a small subset of training data (mini-batch).
The extensions designed to accelerate the gradient descent algorithm (momentum, etc.) can
be and are commonly used with SGD, e.g., Stochastic Gradient Descent, Batch Gradient
Descent and Mini-Batch Gradient Descent.
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42.11.2 Evaluation metrics in classification

A classification model returns the probability for each sample of belonging to a specific class.
Starting from the probability assigned by the model, in the two-class classification task a
threshold is applied to decide which class must be predicted for each sample data. While in
the multi-class task, one can choose amongst various possibilities: the highest probability
value and the softmax are the most used techniques.

Classes  Predicted A Predicted B Predicted C Predicted D

Actual A TN FP TN TN
Actual B FN TP FN FN
Actual C TN FP TN TN
Actual D TN FP TN TN

Figure 4.8 — Confusion Matrix for multiclass classification. TP, FP, TN and FN are assigned with
respect to class B

Performance indicators are very useful when the aim is to evaluate and compare different
classification models or machine learning techniques. Many metrics are based on the
confusion matrix. The confusion matrix is a cross table that records the number of occurrences
between two raters, the true/actual classification and the predicted classification [35], similarly
to the table in Confusion Matrix for multiclass classification. TP, FP, TN and FN are assigned
with respect to class B. There the columns stand for model prediction whereas the rows for
the true classification. We focus on class B and consider True Positive (TP) as the only
correctly classified units for our class, False Positive (FP) and False Negative (FN) are the
wrongly classified elements on the column and the row of the class respectively, while True
Negative (TN) are all the other tiles.

Precision for class i is the fraction of pertinent instances among all the instances assigned to
classi. Recall (also known as sensitivity) for class i is the fraction of relevant instances of class
i that were retrieved. Macro averaged precision and recall of the classifier are the arithmetic
means of the per-class precision and recall, respectively. F-score is a measure that combines
precision and recall (their harmonic mean). The macro-averaged F-score is computed as the
arithmetic mean of the per-class F-scores [36]. In weighted-average F-score, the F-score of
each class is weighted by the number of samples from that class.

TP;
Precision of generic class i P ision; = —— ——
g recision; (TP, + FP)
Recall or True Positive Rate of _Th
: - Recall, = ————
generic class i l (TP; + FN;)
False Positive Rat FalsePositiveRat Fh
alse Positive Rate =
alsePositiveRate; (FP, + TN

Macro Average Precision for n

1
MacroPrecision = —Z Precision;
classes n L

i

Macro Average Recall for n MacroRecall=l§ Recall:
classes n L '
L
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Precision; * Recall;

1
acro score = — E ( )bz * Precision; + Recall;
L

Macro F-score for n classes*

F1-score, if b =1
FO05-score, if b =0.5, more emphasis on precision than recall

F2-score, if b =2, weights recall higher than precision

Micro Average Precision for Micro — Pre cision = 2L TP

n classes X (TP + FP)

Micro Average Recall for n n

classes Micro — Recall = L
XH(TP; + FN;)

Micro Average F-score for n Pre cision; - Recall;

n
1
Micro — F — score = EZ(l +b?)
7

classes b? - Precision; + Recall;
/Accurac A = TP+ 1N
y Ay = TP Y FP+ TN + FN

Table 4-5 — Definition of multiclass classification metrics

Another way to evaluate classification performance is to use the area under the receiver
operating characteristic (ROC) curve. A ROC curve for a binary classifier plots true positive
rates (TPR) vs. false positive rates (FPR) at different classification thresholds. Lowering the
classification threshold classifies more items as positive, thus increasing both FP and TP. The
Area Under the ROC Curve (AUC) measures the entire two-dimensional area underneath the
entire ROC curve (ranges in value from 0 to 1). AUC provides an aggregate measure of
performance across all possible classification thresholds, is scale- and classification-
threshold-invariant. A model whose predictions are 100% wrong has an AUC of 0.0; one
whose predictions are 100% correct has an AUC of 1.0. More on AUC can be found in [37].

4.2.11.3 Evaluation metrics for regression models

Three error metrics that are commonly used for evaluating and reporting the performance of
regression models. If we define n as the sample number, y; the real value and p;the predicted
value, these metrics can be expressed as presented in Table 4-6.

n
1
Mean Squared Error (MSE) EZ(yi —9)?
1

Root Mean Squared Error (RMSE) /%2711(311. —9,)% = \MSE
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n
1
Mean Absolute Error (MAE) ;Zb’i — Pl
1

Table 4-6 — Common evaluation metrics for regression problems

4.2.11.4 Bias vs variance and overfitting

The bias error is an error from erroneous assumptions in the learning algorithm. High bias can
cause an algorithm to miss the relevant relations between features and target outputs, hence
to underfit. The variance is an error from sensitivity to small fluctuations in the training set.
High variance may result from an algorithm learning the random noise in the training data,
hence to overfit. Overfitting happens when the trained network fits the training dataset perfectly
(low training error) but fails to generalize to other data samples that it hasn’t seen before (high
validation error).

4.2.11.5 Class unbalance

Most standard algorithms assume or expect balanced class distributions or equal
misclassification costs per class. Therefore, when presented with complex imbalanced data
sets, these algorithms fail to properly represent the distributive characteristics of the data and
resultantly provide unfavourable accuracies across the classes of the data. With imbalanced
dataset it is usually referred to between-class imbalance, where some classes are represented
by many examples, while other classes by very few (i.e., some classes severely out represent
others). The imbalance may be a direct result of the nature of the dataspace (intrinsic
imbalance), or rather be a consequence of how the data are collected and stored (extrinsic
imbalance). Imbalance due to rare instances is representative of domains where minority
class examples are very limited, i.e., where the target concept is rare. In this situation, the lack
of representative data will make learning difficult regardless of the between-class imbalance.
Furthermore, the minority concept may additionally contain a subconcept with limited
instances, amounting to diverging degrees of classification difficulty. This is defined as within-
class imbalance. When standard learning algorithms are applied to imbalanced data, the
induction rules that describe the minority concepts are often fewer and weaker than those of
majority concepts, since the minority class is often both outnumbered and underrepresented.

In case of imbalance, it is important to apply some specific solutions but also to use the most
appropriate evaluation metrics [38]. Typically, the use of sampling methods in imbalanced
learning applications consists of the modification of an imbalanced data set by some
mechanisms in order to provide a balanced distribution. The most popular are random
oversampling (augment the original dataset by replicating randomly selected minority
examples), random undersampling (removes randomly selected majority class examples from
the original data set), informed undersampling. While sampling methods attempt to balance
distributions by considering the representative proportions of class examples in the
distribution, cost-sensitive learning methods consider the costs associated with misclassifying
examples.

4.2.11.6 Leakage

Leakage is essentially the introduction of information about the data mining target, which
should not be legitimately available to mine from [39]. Usually, the introduction of illegitimate
information is unintentional, and a consequence of data collection, aggregation, and
preparation process. It is mostly subtle and indirect, therefore hard to detect and eliminate.

4.2.12 Deep learning
42.12.1 Artificial neural networks (ANNS)

o ANN Structure
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ANNs are composed of artificial neurons which are conceptually derived from biological
neurons. The neurons are typically organized into multiple layers: neurons of one layer
connect only to neurons of the immediately preceding and immediately following layers. The
layer that receives external data is the input layer. The layer that produces the ultimate result
is the output layer. In between them, are zero or more hidden layers. If there is more than one
hidden layer, then such a network is a deep neural network. With each layer, the network
transforms the data, creating a new representation. Between two layers, multiple connection
patterns are possible. Adjacent layers can be fully connected, with every neuron in one layer
connecting to every neuron in the next layer or can be pooling, where a group of neurons in
one layer connect to a single neuron in the next layer, thereby reducing the number of neurons
in that layer. Neurons with only such connections form a directed acyclic graph and are known
as feedforward networks. Alternatively, networks that allow connections between neurons in
the same or previous layers are known as recurrent networks.

Each artificial neuron has inputs (x;) and produces a single output which can be sent to other
neurons. Each neuron is assigned a bias, b, and each of its connections to other neurons is
assigned a weight, wi. The output of each neuron is then calculated applying a non-linear-
transformation or activation function o to the weighted sum of its inputs, i.e., a(b + X w; - x;).
For the nodes in the input layer, the inputs are feature values of a sample of external data,
such as images or documents. For the nodes in the hidden and output layers, the inputs are
the outputs of other neurons. The outputs of the neurons in the output layer accomplish the
task.
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Figure 4.9 — Single neuron or node
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Figure 4.10 — Network of layers of neurons or nodes [40]

The most important feature in an activation function is its ability to add non-linearity into a
neural network, hence, to enable the modelling of complex non-linear problems. Different
layers may have different activation functions. Activation functions must be differentiable and
ideally should be zero-centred, robust against the vanishing gradient problem, and
computationally inexpensive. The most known are Sigmoid and Softmax, Rectified Linear Unit
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(RelLu), Hyperbolic tangent function (Tanh). For a list of activation functions and how to choose
them please read:

o ANN Training

Neural networks can automatically discover combinations of the original features that are
important through their training process. Random combinations of the original features are
initially created by multiplying the feature by a random weight matrix. During training, the
neural network learns to refine combinations that are helpful and discard those that are not.
This process of learning which combinations of features are important is known as
representation learning and makes neural networks successful across different domains.

Training ANNSs is performed by backward propagation of errors. It is a common method of
training ANNSs used in conjunction with an optimization method such as gradient descent. First,
the output values of each node are calculated and cached in a forward pass. Then, the partial
derivative of the error with respect to each parameter is calculated in a backward pass through
the graph. The optimization method is fed with the gradient and uses it to get the weights
updated to reduce the loss function.
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Figure 4.11 — Diagram of a feedforward ANN [41]

To reduce overfitting [42], one can either train the network on more examples (by acquiring
more data or by data augmentation techniques) or reduce network complexity. As the capacity
of a ANN model is defined by both, its structure in terms of number of nodes and layers, and
its parameters, in terms of weight values, the complexity of a neural network can be reduced
by changing the numbers or the values of weights. It is very common to focus on methods that
constrain the size of the weights. Typically used techniques are dropout, weight regularizations
such L1 and L2 regularization, and early stopping. For a complete overview of the
regularization taxonomy and method description the reader should refer to [43].

Dropout consists in randomly choosing some proportion p of the neurons in a layer and setting
them equal to 0 during each forward pass of training. This reduces the capacity of the network,
but can prevent overfitting, especially in deeper networks, where the features being learned
are multiple layers of abstraction removed from the original features. The percentage p is an
hyperparameter to be tuned when building the network. Dropout helps reduce interdependent
learning among the neurons. L1 and L2 regularization methods add a cost to the loss function.
The L2 approach is perhaps the most used and is traditionally referred to as weight decay in
the field of neural networks. For additional detailed reading please refer to [44].

4.2.12.2 Convolutional Neural Networks (CNN)

CNNs and their multichannel convolution operations are mostly commonly applied to images,
but the more general idea of representing data that is arranged along some spatial dimension
with multiple “channels” is applicable beyond images.

CNNs mainly consist of three type of layers: i) convolutional layers, where a kernel (or filter)
of weights is convolved in order to extract features; ii) nonlinear layers, which apply an
activation function on feature maps (usually element- wise) in order to enable the modelling of
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non-linear functions by the network; and iii) pooling layers, which replace a small
neighbourhood of a feature map with some statistical information (mean, max, etc.) about the
neighbourhood and reduce spatial resolution. The units in layers are locally connected; that
is, each unit receives weighted inputs from a small neighbourhood, known as the receptive
field, of units in the previous layer. By stacking layers to form multi-resolution pyramids, the
higher-level layers learn features from increasingly wider receptive fields. The main
computational advantage of CNNs is that all the receptive fields in a layer share weights,
resulting in a significantly smaller number of parameters than fully-connected neural networks.
[
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Figure 4.12 — Architecture elements of CNN [45]

In machine learning, linear combinations of the original features are needed to effectively
predict the target. In images, the interesting combinations of features mostly come from pixels
close together in the image. In an image, it is much less likely that an interesting feature will
result from a combination of n? randomly selected pixels throughout the image than from a n
x n patch of adjacent pixels. The order of the features matters since it tells us which pixels are
near each other spatially. To compute many combinations of the pixels from local patches of
the input image we use the convolution operation. Convolution is the process of adding each
element of the image to its local neighbours, weighted by a small matrix of weights W called
kernel, convolution matrix, or mask. The values of a given pixel in the output image are
calculated by multiplying each kernel value by the corresponding input image pixel values.
This value is then treated like the other computed features in neural networks: it may have a
bias added to it and be fed through an activation function, to represent a “neuron” or “learned
feature” that can be passed along to subsequent layers of the network. Thus, features are
defined as functions of small patches of an input image. The fact that 3 x 3 or 5 x 5 arrays of
numbers can represent “pattern detectors” when their dot product is taken with the pixel values
at each location of an image has been well known in the field of computer vision for a long
time. If we slide W over the input image, by taking the dot product of W with the pixels at each
location of the image, we end up with a new image O of almost identical size to the original
image | (it may be slightly different, depending on how we handle the edges). This image O is
a kind of feature map that shows the locations in the input image where the pattern defined by
W was present. This operation is in fact what happens in convolutional neural networks; it is
called a convolution, and its output is indeed called a feature map. To read more about the
relationship between input shape, kernel shape, zero padding, strides and output shape in
convolutional layers, please refer to [46].

Starting with n input pixels, the convolution operation creates a feature map with n output
features, one for each location in the input image. With f filters, the convolution operations are
repeated f times to create f sets of n features, each set with a corresponding (initially random)
set of weights defining a visual pattern whose detection at each location in the input image will
be captured in the feature map. This is called multichannel convolution operation.
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Figure 4.13 — Convolutional operation on the RGB channels of an image patch [47]

Pooling layers are used in convolutional neural networks to down sample each of the feature
maps created by a convolution operation. Assuming a pooling size of p, this involves mapping
each p x p section of each feature map either to the maximum value of that section (max-
pooling) or to the average value of that section (average-pooling). The resulting output has

donwsampled dimension g X g .

Together, the convolutional layer and the pooling layer, form the i-th layer of a CNN.
Depending on the complexities in the images, the number of such layers may be increased
for further capturing low-levels details, at the cost of more computational power. To make
predictions with convolutional layers, the feature maps of the last layer must be flattened into
a one-dimensional vector and then simple matrix multiplication used to make the final
predictions. The flattened output is fed to a feed-forward neural network and backpropagation
applied to every iteration of training. Some of the most well-known CNN architectures include:
AlexNet [48], VGGNet [49], ResNet [50], GoogLeNet [51], MobileNet [52], and DenseNet [53].

o Fully convolutional neural networks

Fully convolutional neural networks are used for semantic segmentation. The key ideas
consist in replacing the fully connected layers with 1x1 convolutional layers and in up-sampling
the output of the fully-convolutional network to obtain a pixel-wise classification [54].

42123 Recurrent Neural Networks

While CNNs can efficiently process spatial information, recurrent neural networks (RNNs) are
designed to better handle sequential information. RNNs introduce state variables to store past
information, together with the current inputs, to determine the current outputs.
A recurrent neural network (RNN) is a special type of an artificial neural network adapted to
work for time series data or data that involves sequences. Ordinary feed-forward neural
networks are only meant for data points, which are independent of each other. However, if we
have data in a sequence such that one data point depends upon the previous data point, we
need to modify the neural network to incorporate the dependencies between these data points.
RNNs have the concept of ‘memory’ that helps them store the states or information of previous
inputs to generate the next output of the sequence.
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Figure 4.14 — Temporal unfolding of the dynamics of an RNN [44]

Figure 4.14 illustrates the computational logic of an RNN at three adjacent time steps (t-1, t,
t+1). At any time step t, the computation of the hidden state can be treated as: (i) concatenating
the input X; at the current time step t and the hidden state H,_; at the previous time step t — 1;
(ii) feeding the concatenation result into a fully-connected layer with the activation function &.
The output of such a fully-connected layer is the hidden state H; of the current time step ¢ In
this case, the model parameters are the concatenation of W,;, and Wy, and a bias of b,. The
hidden state of the current time step ¢, H,, will participate in computing the hidden state H;,of
the next time step t + 1. What is more, H; will also be fed into the fully-connected output layer
to compute the output 0, of the current time step ¢

o Long Short Term Memory (LSTM) and GRU

Gated RNNSs such as gated recurrent units (GRUs) and long short-term memory (LSTM) are
more common in practice. Gating of the hidden states means that we have dedicated
mechanisms for when a hidden state should be updated and when it should be reset. These
mechanisms are learned. If the first token is of great importance, the network will learn not to
update the hidden state after the first observation. Likewise, the network will learn to skip
irrelevant temporary observations or to reset the latent state whenever needed.

The LSTM [55] introduces a memory cell (or cell for short) that has the same shape as the
hidden state, engineered to record additional information (stores values over arbitrary time
intervals). To control the memory cell, hence, to regulates the flow of information into and out,
three gates are needed. The output gate is needed to read out the entries from the cell. The
input gate is needed to decide when to read data into the cell. The forget gate will be used to
reset the content of the cell. The motivation for such a design is the same as that of GRUSs,
namely to be able to decide when to remember and when to ignore inputs in the hidden state
via a dedicated mechanism.

42124 Encoder-decoder and autoencoder

Encoder-Decoder models are a family of models which learn to map data-points from an input
domain to an output domain via a two-stage network: The encoder, represented by an
encoding function z = f(x), compresses the input into a latent-space representation; the
decoder, y = g(z), aims to predict the output from the latent space representation. The latent
representation here essentially refers to a feature vector representation, which can capture
the underlying semantic information of the input that is useful for predicting the output. These
models are extremely popular in image-to-image translation problems, as well as for
sequence-to-sequence models in NLP. These models are usually trained by minimizing the
reconstruction loss L(y, ») which measures the differences between the ground-truth output y
and the subsequent reconstruction p. The output here could be an enhanced version of the
image (such as in image de-blurring, or super-resolution), or a segmentation map. Auto-
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encoders are special case of encoder-decoder models in which the input and output are the
same.

42125 Attention and Transformers

Transformers are a recent class of deep learning layers that are heavily based on the idea of
self- and cross-attention [56] Since their introduction in 2017 [56] they've been setting the
state-of-the-art in Natural Language Processing tasks, as they are at the basis of Large
Language Models like GPT-3 and BERT-based neural networks. Interestingly, recently they've
also been introduced in architectures for computer vision, like the Vision Transformer, which
are starting to chip away at the dominance of Convolutional Neural Network in the vision
domain.

4.2.12.6 Generative models

GANs are deep learning models that consist of two networks, a generator G and a
discriminator D. The generator network G = z — y in the conventional GAN learns a mapping
from noise z (with a prior distribution) to a target distribution y, which is like the real samples.
The discriminator network D attempts to distinguish the generated samples or fakes from the
real ones. GAN is defined as a minimax game between G and D, where D is trying to minimize
its classification error in distinguishing fake samples from real ones (hence maximizing the
loss function), and G is trying to maximize the discriminator network’s error (hence minimizing
the loss function). For additional details, we refer the reader to the original paper [57], the
following open Al contribution [58], and a code repository with many generative models [59].

42127 Best DL-models for time series

In the past few years, many notable architectures have been published such as the Multi-
Horizon Quantile Recurrent Forecaster (MQRNN) and the Deep Space-State Models (DSSM).
Amongst the latest best models for time series forecasting are N-BEATS [60], DeepAR [61],
Spacetimeformer, Temporal Fusion Transformer [62] or TFT. Temporal Fusion Transformer
(TFT) is an attention-based DNN architecture for multi-horizon forecasting that achieves high
performance while enabling new forms of interpretability.

4.2.12.8 Transfer learning

When enough labelled training data is available, the DL models can be trained from scratch
on new the available new datasets for the required applications. When this is not the case,
transfer learning can be used to re-purpose a model previously trained on one task (for which
a large amount of training data is available) on a new but related task (for which only a limited
number of training data is available), usually by some adaptation process toward the new task.
In image segmentation case, many people use a model trained on ImageNet (give numbers
about ImageNet), as the encoder part of the network, and re-train their model from those initial
weights. The assumption here is that those pre-trained models should be able to capture the
semantic information of the image required for segmentation, and therefore enabling them to
train the model with less labelled samples.

4.2.12.9 AutoML

AutoML frameworks offer the potential of implementing best ML practices only once (including
strategies for model selection, ensembling, hyperparameter tuning, feature engineering, data
preprocessing, data splitting, etc.), and then being able to repeatedly deploy them. This allows
experts to scale their knowledge to many problems without the need for frequent manual
intervention. The aim of such frameworks is to robustly take raw data and deliver high-quality
predictions without any user input and without software errors. For a review, please refer to
[63].
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4.2.13 Classic Computer Vision technologies vs Deep Learning methods
4.2.13.1 Computer vision tasks

Since several of the surveying technologies rely on image analysis (Boroscopy, Endoscopy,
Visual inspection), we devote a whole paragraph on this type of data analysis.

4.2.13.2 Traditional computer vision approaches

The traditional Computer Vision (CV) approach relies on the use of well-established
techniques of feature detection, feature descriptors and feature matching.

[
Input > \_% —»  Features »

Feature Engineering Classifier with
(Manual Extraction+Selection) (a) shallow structure

»  Output

Input >

Y

Output

Feature Learning + Classifier
(End-to-End Learning)

(b)
Figure 4.15 — Classic computer versus Deep Learning approaches

In CV and image processing, a feature is a piece of information about the content of an image;
typically about whether a certain region of the image has certain properties. Features may be
specific structures in the image such as points, edges or objects. Feature detection includes
methods for computing abstractions of image information and making local decisions whether
there is an image feature of a given type at that specific image point. Several CV algorithms,
such as edge detection, corner detection or threshold segmentation may be involved in this
step. The resulting features will be subsets of the image domain, often in the form of isolated
points, continuous curves or connected regions. Once features have been detected, a local
image patch around the feature can be extracted. This extraction may involve quite
considerable amounts of image processing. The result is known as a feature descriptor or
feature vector. The feature detection step by itself may also provide complementary attributes,
such as the edge orientation and gradient magnitude in edge detection and the polarity and
the strength of the blob in blob detection. Features detected in each image can be matched
across multiple images to establish corresponding features such as corresponding points.

Amongst the most known feature detection algorithms are Scale-invariant Feature Transform
(SIFT) [64], Speeded-up Robust Features (SURF) [65], Features from Accelerated Segment
Test (FAST), Oriented FAST and Rotated BRIEF (ORB), Binary Robust Independent
Elementary Features (BRIEF), KAZE [66].

To perform CV tasks, as many features as practicable are extracted from images and these
features form a definition (known as a bag-of-words) of each object class. At the deployment
stage, these definitions are searched for in the new images. If a significant number of features
from one bag-of-words are in the new image, the image is classified as containing that specific
object (i.e. chair, horse, etc.).

The difficulty with this traditional approach is that it is necessary to choose which features are
important in each given image. As the number of classes to classify increases, feature
extraction becomes more and more cumbersome. It is up to the CV engineer’s judgment and
a long trial and error process to decide which features best describe different classes of
objects. Moreover, each feature definition requires dealing with a plethora of parameters, all
of which must be fine-tuned by the CV engineer. Algorithms like SIFT and even simple colour
thresholding and pixel counting algorithms are not class-specific, that is, they are very general
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and perform the same for any image. Therefore, SIFT and other algorithms are often used for
applications such as image stitching/3D mesh reconstruction which don’t require specific class
knowledge. Today, the traditional techniques are used when the problem can be simplified so
that they can be deployed on low-cost microcontrollers or to limit the problem for deep learning
techniques by highlighting certain features in data, augmenting data or aiding in dataset
annotation.

4.2.13.3 Deep learning for computer vision
Semantic Classification Object Instance
Segmentation + Localization Detection Segmentation

Fa

GRASS, ' CAT DOG, DOG, CAT DOG, DOG, CAT

\ TREE, SKY IS o )
Y ' Y
No objects, just pixels Single Object Multiple Object

Figure 4.16 — Computer vision tasks [67]

Object detection is a task that involves two main tasks: localizing one or more objects within
an image and classifying each object in the image. At high level object detection comprises
the following steps:

e Region proposal: an algorithm or a DL model is used to generate regions of interest
(Rols), regions that the network believes might contain an object. The output is many
bounding boxes, each with an objectness score. Boxes with large objectness scores
are then passed along the network layers for further processing.

e Feature extraction and network predictions: visual features are extracted for each of
the bounding boxes and evaluated. It is determined whether and which objects are
present in the proposals based on visual features.

e Non-maximum suppression (NMS): in this step, the model has likely found multiple
bounding boxes for the same object. NMS combines overlapping boxes into a single
bounding box for each object.

o Evaluation metrics: object detection systems have their own metrics to evaluate their
detection performance, the most popular metrics are the mean average precision
(mAP), precision-recall curve (PR curve), and intersection over union (loU).

Image segmentation involves partitioning images into multiple segments or objects and can
be formulated as a classification problem of pixels with semantic labels (semantic
segmentation) or partitioning of individual objects (instance segmentation). Semantic
segmentation performs pixel-level labelling with a set of object categories (e.g., person,
animal, vehicle or crack, spalling, casting defect) for all pixels of the image, thus it is generally
a more difficult task than image classification, which predicts a single label for the entire image.
Instance segmentation extends semantic segmentation scope further by detecting and
delineating each object of interest in the image (e.qg., partitioning of individual defects).

o Models for instance segmentation

Over the years, many deep learning solutions for image segmentation have been developed
as seen in the following Figure 4.17.
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Figure 4.17 —Timeline of the introduction of instance segmentation DL-based models [68]

The regional convolutional network (R-CNN) and its extensions (Fast R-CNN, Faster R-CNN,
Masked-RCNN) have proven successful in object detection applications. Some of the
extensions have been also widely used to address instance segmentation, hence the task of
simultaneously performing object detection and semantic segmentation. Here we report short
descriptions and images depicting their high-level architectures, so that the reader can
appreciate the main differences. For a detailed description of each model, we refer the reader
to the original papers.

Regions with CNN features or R-CNN [67] method takes an input image and extracts around
2000 bottom-up region proposals. It then computes features for each proposal using a large
CNN and finally classifies each region using class-specific linear SVMs.

R-CNN: Regions with CNN features
warpe¢d region ﬁ‘ aeroplztne? no. |

<> person? yes. |
CNN:\ :
Nl (/] tvmonitor? no. |
1. Input 2. Extract region 3. Compute 4. Classify
image proposals (~2k) CNN features regions

Figure 4.18 — The architecture in [67]

In the Fast R-CNN approach [69], instead of feeding the region proposals to the CNN, the
input image is directly fed into the CNN to generate a convolutional feature map. From the
convolutional feature map, the region of proposals is identified, warped into squares, and
reshaped into a fixed size by using a Rol pooling layer, so that it can be fed into a fully
connected layer. From the Rol feature vector, a softmax layer predicts the class of the
proposed region and the offset values for its corresponding bounding box.
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Figure 4.19 — The Fast R-CNN architecture of [69]

Fast R-CNN is faster than R-CNN because it does not require feeding 2000 region proposals
to the CNN every time. Instead, the convolution operation is done only once per image and a
feature map is generated from it.

The Faster R-CNN architecture [70] developed for object detection uses a region proposal
network (RPN) to propose bounding box candidates. The RPN extracts a Region of Interest
(Rol), and a RolPool layer computes features from these proposals to infer the bounding box
coordinates and the class of the object.

Feature pyramids are a basic component in recognition systems for detecting objects at
different scales. A top-down architecture with lateral connections was developed for building
high-level semantic feature maps at all scales. This architecture, called a Feature Pyramid
Network (FPN) [71], showed significant improvement as a generic feature extractor in several
applications. Using FPN in a basic Faster R-CNN system, it was possible to achieves state-
of-the-art single-model results on the COCO detection benchmark surpassing all existing
single-model entries.

Vo —{ predict|

p— predict:

New Release: Intro To C# Programming - 20% Off! : &
) 4 o 14x14 80xg0 [64x64]

Figure 4.20 — Feature Pyramid Networks for Object Detection. Visual representation [71]

Mask R-CNN [72], extends Faster R-CNN by adding a branch for predicting segmentation
masks on each Region of Interest (Rol), in parallel with the existing branch for classification
and bounding box regression. The mask branch is a small FCN applied to each Rol, predicting
a segmentation mask in a pixel-to-pixel manner. In contrast to the segmentation-first strategy
of previous methods, Mask R-CNN is based on an instance-first strategy.
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Figure 4.21 — The Mask R-CNN architecture of [72]

o Evaluation Metrics

The most common evaluation metric for object recognition tasks is the mean average precision
(mAP). Itis expressed as percentage, and while higher values are typically better, its value is
different from the accuracy used in standard classification. Intersection over Union (loU)
evaluates the overlap between the ground truth bounding box (Bground_run) @nd the predicted
bounding box (Bpredicted) @nd is used to decide whether a detection is valid (True Positive, TP)
or not (False Positive, FP). loU is calculated by dividing the area of overlap (I) by the area of
the union (U), as in the following equation:

IOU _ Bgroundtruthanredicted _ truepositive
Bgroundgyyip YBpredictea  truepositive+falsepositive+falsenegative

Eqg. 2

loU values range from 0 (no overlap at all) to 1 (the two bounding boxes overlap each other
100%). A prediction is defined as a correct prediction or TP, if its IoU value is greater than a
specific threshold. The threshold value is tuneable depending on the task, but 0.5 is a standard
value. first computes the IOU for each semantic class and then computes the average over
classes. Once TP and FP are defined, AP can be calculated as area under the Precision-
Recall Curve (AUC) and mAP as the AP averaged over all classes.
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5 Framework for evaluating the fithess-for-purposel8 of
surveying technologies

5.1  TRL vs fit-for-purpose

The IM-SAFE project takes into consideration the efforts from the European Commission to
develop a strategy to make Europe more attractive for investments in research, technology,
innovation, and manufacturing. At present, the biggest challenge in this sense seems to be
transferring excellent research and development results into innovative solutions for the
markets, bridging the so called ‘Valley of Death’ that causes many would-be innovations to
wither and die [73] (Figure 5.1). This lays in the acceptance by the users, ease and
effectiveness of implementation in the process, and the maturity of the technology itself. The
latter is dealt with by evaluating the fitness-for-purpose of the technology.

Resources

— Commercialization
Resources

Research A
Resources

“Valley of Death”

Research Faculty Level of Development Entrepreneurs and
and Students Business Community

Figure 5.1 — The valley of death bridging the gap between research and commercial application

To analyse the maturity of a technology, the TRA Deskbook [74] defines the concept of
technology readiness assessment (TRA) as “a formal, systematic, metrics-based process and
accompanying report that assesses the maturity of critical hardware and software
technologies to be used in systems”. These technologies are called critical technology
elements (CTEs) “if the system being acquired depends on this technology element to meet
operational requirements (within acceptable cost and schedule limits) and if the technology
element or its application is either new or novel or in an area that poses major technological
risk during detailed design or demonstration”. To assess the maturity of CTEs, the technology
readiness level (TRL) is used. Nowadays, the TRL scale (Table 5-1) is the most widely used
tool for technology maturity assessment and allows for a consistent comparison of maturity
between different types of technologies. The concept was developed by NASA during the
1970’s for acquisition phase of a program and was widely adopted to examine concepts and
technology requirements, and to demonstrate technology capabilities. In 2010, the European
Commission advised European-funded research and innovation projects to adopt the scale
for universal usage in context of technology development [75]. In the TRA Deskbook [74],
guidance for assessing technology maturity is provided.

18 Fitness-for-purpose: Degree of suitability (or relevance ) of a technique or technology and its associated data analysis
methods, in providing reliable information for the structural evaluation in a particular application.
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TRL 1 | Basic principles observed and reported

TRL 2 | Technology concept and/or application formulated

Analytical and Experimental critical function and/or characteristic proof of

TRL 3
concept

TRL 4 | Technology (component and/or breadboard) validated in lab

Technology (component and/or breadboard) validated in relevant environment

TRLS (industrially relevant environment in the case of key enabling technologies)

Technology (system/subsystem model or prototype) demonstrated in relevant
TRL 6 | environment (industrially relevant environment in the case of key enabling
technologies)

TRL 7 | System prototype demonstration in operational environment

TRL 8 | Actual system completed and qualified through test and demonstration

Actual system proven in operational environment (competitive manufacturing in

TRLY the case of key enabling technologies; or in space)

Table 5-1 — Technology Readiness Level scale in current NASA [76] & European Union usage [77]
(definitions combined)

The main two steps in the technology readiness assessment process are: (i) identifying critical
technology elements; and (ii) assessing CTE readiness/submitting the TRA report.

(i) ldentifying CTEs: Figure 5.2 shows a representative time schedule of the activities to
be developed for the critical technology elements identification. For clarification, IRT
stands for independent review team, composed by subject matter experts (SME).

Month Month Month| Month Month Month Month Month Month Month
12 11 10 g 8 7 ] 5 4 3
Establish TRA Schedule A
Form an IRT —
Identify Candidate CTEs —
Finalize CTEs through Coordination #
Collect Evidence of Maturity —

Figure 5.2 — Representative Schedule for Identifying CTEs [74]

(i) Assessing CTE readiness/submitting the TRA Report. Continuing with the schedule in
Figure 5.2, Figure 5.3 presents chronologically the list of activities to be done for the
assessment of readiness of a critical technology element. This also includes the sub-
mission of the TRA report.
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Maonth Manth Month Ionth Month onth Month Manth Maonth Month Month Month
12 11 10 9 3 7 6 5 4 3 2 1
Assess CTE Maturity A
Prepare, Coordinate, Submit | RA Report —
DRD Review & Evaluation “

Perform Independent TRA (if necessary) —
Frepare kvaluation Memo A

Milestone Review A

Figure 5.3 — Representative Schedule for Assessing CTE Readiness [74]

For a more detailed explanation of this process, please see the recommendations in [74].

In the IM-SAFE project, the challenge is a different one than in TRA, as it refers to assessing
fitness for purpose of the technology rather than its technology development stage (TRL).
Hence, it focuses on the already mature technologies, intended for a specific application, such
as e.g., the measurement of cracks or displacements, and being supported by application-
specific data analysis methods for the purpose of obtaining reliable results.

This chapter addresses this matter on how to know in an objective way if a technology meets
fitness for purpose requirements in the current practice. The answer is to be given by using
the concept ‘fitness-for-purpose of surveying technology’, which is defined as the degree of
suitability (or relevance) of a technique or technology and its associated data analysis
methods, in providing reliable information for the structural evaluation in a particular
application. The main objective of introducing such concept is that the ‘fitness-for-purpose’
concept can serve to evaluate if a surveying technology is capable of meeting its objectives
or service levels and, based on the outcomes for multiple technologies allows to choose the
most appropriate one for performing a specific survey, and for obtaining specific results (i.e.,
detection and/or measuring a damage process with the required quality).

5.2  Criteria for evaluating the fitness-for-purpose of technologies for
condition survey

5.2.1 Fitness for purpose in the broad sense & IM-SAFE interpretation

This section introduces the conception of fithess-for-purpose from different perspectives. In
addition, a comparison between the definitions of monitoring and measuring from 1SO
9001:2015 and IM-SAFE interpretation is also given.

5.2.2 Fitness for purpose in Achievement Standard 91610

Fitness for purpose is described by the Achievement Standard 91610 as “the ability of a
technological outcome to serve its intended purpose (do the job) within its intended context,
where the job to be done is clearly defined by the brief” [78]. In the context of IM-SAFE project,
this could mean that the processed result of a survey campaign is usable for its purpose, which
would be to detect or monitor a specific damage process and to identify the time dependent
evaluation.

But the fitness for purpose in its broadest sense is wider than this, extending the context to
the practices involved in the performance of the survey. Some areas that could be considered
when demonstrating this concept are shown in Table 5-2, where the information extracted
from the reference material is taken as basis for what could be applied under the IM-SAFE
perspective. These should be taken as suggestions since other ideas would relate to particular
outcomes. The authors of the guidelines considered also important to study the fitness for
purpose in its broad sense during the design and planning of the survey.

For conceptual design For IM-SAFE

The definition considered in IM-SAFE is the ability of a structure or
structural element to contribute positively to the fulfilment of the
present needs of humankind with respect to nature, society,
economy and well-being, without compromising the ability of future
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generations to meet their needs in a similar manner. This is,
considering if the technology used to obtain the outcome (detection
and characterization of damage and processes) meets the needs
without compromising the ability to repeat the process in the future.
Maintainability in IM-SAFE context is to be classified based on the
probability that a failed component or system will be restored or
repaired to a specified condition within a specified period or time
when maintenance is performed in accordance with prescribed
procedures. Hence it includes:

- Maintainability of the sensors when continuous/periodic monitoring

is applied.
Maintainability - Ease of execution of maintenance interventions of critical/non-criti-

cal components (see Section 5.1).

- Cost of the execution maintenance interventions of critical/non-crit-
ical components

- Duration and time-constrains of the execution of maintenance in-
terventions

Study the life cycle stages of the surveying technology under
revision, being life-cycle defined in COST TU1402 as the “lifespan of
the structure, from the construction until the decommissioning or
dismantling”.
Being this “the process of returning waste materials to the
environment in a form which will have the minimal environmental
Ultimate disposal impacts” [79]. Under IM-SAFE project, this could lead to the question:
for how long the outcomes are valid considering the characteristics
of the survey?
In the context of IM-SAFE, “manufacturing” would be referring to
surveying, and here a survey is defined as the “procedure related to
collecting quantitative information about network, object, component
Practices used in or element, performed in order to determine or identify change of its
manufacturing status of the items in population”. For the case that is under analysis,
“practices used in manufacturing” would mean to check if there are
international/national guidelines and standards that should be
applied when performing a survey.

Determination of life cycle

Cultural appropriateness
of trialling procedures
Ethical nature of testing Considering and testing for security and privacy of data when
procedures relevant.

Considering safety issues when performing a survey (from the
operator and from the asset users).

Not applicable.

Health and safety

Table 5-2 — Suggestions to be considered when evaluating the fitness for purpose [78]

5.2.2.1 Monitoring and measurement in ISO 9001:2015

The standard ISO 9001:2015 [80] is relevant when discussing fitness for purpose of surveying
technologies. Here, monitoring and measurement are addressed separately as key elements,
differently as it was done in the previous 2008 standard, and are defined as follows:

e monitoring: the status of a system, process, or activity
e measuring: the process to determine a value

It is highlightable that these terms are described in the context of the standard, which is based
on describing quality management systems for improving the global performance strategies
of a company or business. The fundamental principle of ISO 9001:2015 [80] is that in order to

Page | 57



IM-SAFEEU I Associated with document Ref. Ares(2020)3731189 - 15/07/2020
continuously provide products and services that address customer requirements, it is
important to implement the quality management system (QMS) and base the decision-making
process in evidence. Said evidence shall be gathered through the processes of monitoring
and measuring. Thus, consistent with the aspiration of continual improvement that underpins
ISO 9001, it is necessary to have a plan, review, and take action on monitoring and measuring
processes to guarantee their success [81]. In addition, in the ISO 9001:2015 standard, section
7, it is mentioned that the organization must “ensure that the resources provided:

a) Are suitable for the specific type of monitoring and measurement activities being un-
dertaken;

b) Are maintained to ensure their continuing fitness for their purpose.”

Although these concepts are described in a completely different sense than in IM-SAFE
project, it is possible to extrapolate and use them adapting the perspective when necessary.

As a continuation of the previous, section 9 of the standard highlights several factors that the
organization in charge of performing the survey should determine and can be taken as basis
for what could be applied under the IM-SAFE perception. In addition, this standard also
addresses the analysis and evaluation that should be performed to data and information
resulting from monitoring and measuring. Table 5-3 shows a summary of these aspects in
contrast to IM-SAFE perspective.

General

: ) ISO 9001:2015 Perspective
considerations

IM-SAFE Perspective

Identify the damage process to be

Before the survey

What needs to be monitored
and measured.

monitored and measured using
surveying technologies.

Methods for  monitoring,
measurement, analysis, and
evaluation needed to ensure
valid results.

Planning of the surveying campaign.
Decision making to choose the best
surveying technology for each case
study.

When the monitoring and

Considerations to be made regarding
the weather, traffic, risk, and safety

measuring shall be conditions, needed to ensure good
performed. :

quality of results.

Quality check of the obtained results
When the results from | from the monitoring or measurement.
monitoring and measurement | Preparation of raw data to be
shall be analysed and |transformed into usable data. To be
evaluated. perform before the data analysis

process.

After the survey
(what should be
analysed and
evaluated)

Conformity of products and
services.

Ensure that the data gathered in the
survey comply with their intended
purpose.

Thg dggree of  customer Reliability of the results obtained.
satisfaction.
The performance and | The performance and effectiveness of

effectiveness of the quality
management system.

the surveying technology chosen for
the specific case study.
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If planning has been

implemented effectively.

If planning has been implemented
effectively.

The effectiveness of actions
taken to address risks and
opportunities.

The effectiveness of actions taken to
address risks and opportunities.

Performance of external actors (i.e.,
asset managers) and influence on the
monitoring and measuring process.

The performance of external
providers.

The need for improvements to
the quality management
system.

Improvements to be performed in
successive surveying campaigns.

Table 5-3 — IM-SAFE perspective based on ISO 9001:2015

As a summary, and considering the continual improvement reinforced by 1SO 9001, it is clear
the importance of [81]:

- Planning the resources to guarantee the quality of measuring and monitoring tasks
- Use clear evidence for the decision-making process
- Continuously improve and maintain the QMS

5.2.2.2 Generic systems design philosophies: a fithess-for-purpose IT infrastructure
strategy

There are some generic terms that are important to be considered when working on generic
system design philosophies. These will help to choose the appropriate surveying technology
for a specific application and to be aware of the cost of the service. The most important
(generic) aspects to be considered are presented in Table 5-4.

Generic term Definition IM-SAFE interpretation

Total variation in measurements of Capacity of repeating the performed

expend on obtaining the final result.

Stability . measurements or monitoring and
the same part measured over time. o
obtaining the same result.
- Capacity for scaling up or down
Scalability depending on the demand.
Agility Processes that can reduce the time | Good practices guide specific for

every surveying technology.

Data retention

Increased storage and
management capabilities to handle

Resources needed to handle data

large amounts of data, often | generated in each survey.
unstructured.
Securit Disaster/interruption recovery | Actions to be taken beforehand that
y measures. can prevent information loss.
o _ Analysis of the cost/benefit of
Efficiency Cost-effectiveness. performing a survey with a specific

surveying technology, and capacity
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of conducting data analysis in a later
step.

Table 5-4 — Generic terms to be consider in the FFP evaluation (IM-SAFE perspective) [82]

5.2.3 Fitness-for-purpose considering the supply and demand chain of monitoring
and management of structures

Generally speaking, there are three different types of monitoring projects to be performed on
a structure:

- Operational: Choosing, deciding in a specific project
- Scientific: Validating, calibrating, improving models, testing hypotheses
- Legal: Complying with legal obligation, obtaining licence

In the operational impulse, a further distinction is made between:

- Managerial impulse: Choices, decisions to properly manage the construction manage-
ment

- Quality assurance impulse: Choices, decisions to guarantee the quality of the execu-
tion of the construction (during building)

Next, monitoring can take place in two contexts:

(i) Decision context: The information obtained through monitoring serves to support certain
decisions that must be taken during construction or management of the structure.

(i) Inference context: Monitoring data is used to develop performance models, on the basis of
which initial performance analyses are conducted. In this context, data obtained through
monitoring is used to draw up or test and adjust design models from which initial (perfor-
mance) analyses have been or are being made and adjusted.

Taking this into consideration, and in the context of IM-SAFE, monitoring the behaviour of a
structure can be used for performing an adequate maintenance and management of the
assets. A good example on how to deal with this was presented by SBRCURnet committee
[83]. The aim of the project was to learn from practical cases and share those experiences
with the sector. In the project, they do this by using the 7-step scheme of Figure 5.4 for
monitoring structures. It shows how supply and demand are technically related. Steps (b) to
(f) form the supply side of the process. During this process, continuous consultation between
the demand and supply side is necessary.
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DEMAND-SIDE < P SUPPLY-SIDE (in constant consultation with demand-side)

’—‘a) Goal b) Modelling the performance go/ 3 c) Determine quantitiesto be
of the structure no go quantities to be monitored

F 3

\J
d) Designing and installing
monitoring system on the structure
(and maintaining it)

a

Criteria

A 4

A 4 f) Inputting monitoring data into the

g) Management measure |4—|— model, validation, analysisand 1«

o e) Collecting data from monitoring,
including selection

A evaluation

Figure 5.4 — The 7-step diagram used to describe case studies (Adaptation from [83])

The

a)

b)

d)

e)

f)

9)

methodology consists of the following steps:

Purpose: The initiator has a particular purpose in mind with the monitoring project. For
example, a manager wants to optimise the maintenance of the structure or control its
lifespan.

Modelling the behaviour of the structure: In this step, the behaviour of the structure is
modelled for a specific scope. The results of this step are used to determine whether
monitoring is really necessary to achieve the intended goal. In case of a 'no go', one can
proceed directly to step (g). In the case of a 'go’, the next step is the design of the system
(step (c), and further).

Determine quantities to be measured: In this step, the parties involved identify the quantity
or quantities they wish to measure.

Design and install measuring system on the structure (and maintain it): The measuring
system that can measure the quantities mentioned in step (c) is designed, installed in the
structure, and maintained.

Collecting measurement data, including selection: From the measurement system (step
(d)) raw data comes as output. The relevant data are selected from these raw data.
Input of measurement data into model, validation, analysis, and evaluation: The data from
step (e) is then validated and analysed using the model established in step (b). If the
validation step (f) is successful, the manager applies a management measure based on
the results (g). If the data obtained does not correspond well with the model set up, the
modelling of the structure can be adapted, and the cycle starts again at point (b).
Management measure: In this step, a decision is made on the possible management
measure following the measurements and the analysis, based on the results from the
previous steps.

In addition to this, the project from SBRCURNet committee considered six aspects to allow to
create an idea of the fithess-for-purpose of a surveying technology [83]:

Purpose of monitoring, including who has interest in it and the goals behind it.
Opportunities and threats: description of the processes benefiting from the applied
technology and the factors that stand in the way of applying it.

Time horizon, in relation with the distinction between permanent and periodic monitor-
ing and the lifespan of the technology.

Page | 61




I M = SA F EEU I Associated with document Ref. Ares(2020)3731189 - 15/07/2020

- Costs/benefits, including initial cost, maintenance, and benefits (cash and qualitative).

- Data management: information about how the data is processed and stored, and ink
with existing information supply.

- Technology Readiness Level (TRL): indication of the TRL of the measuring system.

5.3 IM-SAFE approach to evaluate the fitness-for-purpose of technol-
ogies for condition survey

Considering all the different approaches that have been presented throughout this chapter for
evaluating fitness-for-purpose, it can be said that the fithess-for-purpose evaluation strategy
in the context of IM-SAFE helps to choose the most appropriate surveying technology for each
case study. Said strategy considers also the importance of obtaining reliable results through
the service that they support. It is also highlightable that critical assets receive greater
spending and higher service levels, while non-critical assets receive less [82]. Applying this
strategy, some direct benefits arise: First, a better view of priorities when using a specific
surveying technology, which leads to a more effective planification of the overall strategy (from
design of the monitoring campaign to the analysis of the obtained data). In addition, a better
sense of the total cost is obtained. And finally, a good organisation of the required
maintenance of the equipment during the survey, and actions to be taken when the sensors
fail (in case of continuous monitoring).

Based on the existing references to this regard, IM-SAFE project gathered a list containing
the criteria to be used for evaluating the fitness-for-purpose of technologies for condition
survey (the following characteristics have been fully described previously under Section 3.2):

- Objectives of the monitoring activities

- Physical quantity to be measured

- Process/event to be detected or monitored

- Measurement type

- Measurement range

- Measurement accuracy

- Sensitivity of measurements to environmental conditions

- Availability and uncertainty of relationships between measured quantity and parameter
of interest

- Robustness of the measurement

- Lifespan of the technology and required maintenance

- Possibility of automatising the measurements

- Ease of application of the technology

- Induced damage to the structure during the measurement

As a summary for this chapter, implementing a fithess-for-purpose strategy will also require
more general considerations. In the following list, a selection of the most important criteria
extracted from references studied in previous sections is shown:

= Planning the surveying campaign:
- ldentify what needs to be monitored and measured

- Apply a level of suitability for different surveying technologies and their associated ap-
plications and assets
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- Importance of the sensor placement (data collection plan) considering the most vul-
nerable elements of the structure, and depending on the damage process to be meas-
ured or monitored (priority levels)

- Study the life cycle stages of the surveying technology under revision

- Repeatability and reproducibility of measures

- Develop a strategy for maintenance and disaster recovery

- Time dependence of the measures. Validity after a period of time

- Considerations to be made regarding weather, traffic, risk, and safety conditions

- Develop a better understanding of the technology costs for specific applications, in-
cluding cost from the design of the data collection plan to the final data analysis

- Constant adaptation to changing market (evolving survey strategies and new or im-
proved technologies)

= Data treatment (evaluation):
- Consider security and privacy of data, when relevant
- Ensure data quality
- Reliability of the results obtained

The solution is a fithess-for-purpose strategy, which will optimize data collection to the specific
requirements and priorities of the application. This helps to perform a better decision-making
for condition survey.

Page | 63




I Associated with document Ref. Ares(2020)3731189 - 15/07/2020

6 Summary and conclusions

This document describes different surveying technologies to be used for condition survey in a
way that meets the requirements specification to support work package 5 (WP5) in drafting
the mandate for the European Committee for Standardization (CEN). It presents in form of
reports the different characteristics that define the surveying technologies studied in IM-SAFE
project. The description of each surveying technology has been oriented to produce a
semantic wiki, which has the shape of an online interactive catalogue of surveying
technologies for transport infrastructure.

In addition, different data analysis methods used to evaluate the data obtained from sensors
are summarised (the most used ones). A large number of references have been provided to
this respect, and the ones specific to each surveying technology form part of deliverable D2.2.

The final goal of this deliverable is to help the user to choose the most appropriate surveying
technique depending on the specific damage process or action that is to be measured in the
structure. To help in this process, this document contains a chapter about the fithess-for-
purpose of a technology to fulfil with a specific action. The advantages of applying this strategy
before performing a survey are: (i) effective planification (from the monitoring campaign to the
data analysis phase); (ii) better analysis of costs; and (iii)) good organization of the required
maintenance of the sensors (and what to do in case of sensor failure).

The present deliverable complies with the objectives proposed in the Grant Agreement of IM-
SAFE for task T2.1, and can be summarised as:

- To review data collection technologies used for condition survey, including devices and
platforms

- This objective has been accomplished through the creation of the online catalogue
of surveying technologies, specifically for bridges and tunnels (Annex A).

- To review data analysis methods used in condition survey
- Chapter 4 of this document tackles the part on data analysis methods.

- To identify requirements for data collection technologies and data analysis methods used
for condition survey to be considered in guidelines and standards

- This is specifically addressed for each surveying technology in the semantic wiki
and has been further developed in deliverable D2.2.
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APPENDIX Al. Acoustic Emission Techniques (AE)

1.1 Goal(s)

1.1.1 Main objective

The acoustic emission method provides information about possible catastrophic failures or evaluation
of the level of damage in different materials and industries. Concrete structures are subjected to many
environmental factors during the life-cycle and for this reason, advanced AE techniques are used to
provide monitoring of the internal failures progressing in time. The aim is to link the degree of damage
in the structure with the operating conditions of the facility. As one of the non-destructive testing
methods with an increasing number of produced equipment modifications has a great potential for
bridge monitoring as well as quality control and structural integrity assessment. Deformation of the
bridge structure element can be real-time monitored with the use of acoustic emission means as it is
known that under loads in the life cycle of the bridge the structural elements from concrete and steel
emit elastic waves due to different damage processes. As sensing technology is a fast-developing
industry branch and therefore there is a growing number of possibilities of system configuration
adjusted for a specific purpose. For long-term monitoring aspects, this is an important factor to the
future of the application of AE in structural health monitoring of bridges and other constructions
(International Atomic Energy Agency, 2002) (E.Tsangouri, 2019).

Currently, there is a need for improvement of the AE systems in aspects of practicality, and economic
issues. Despite that - information collected from the Acoustic Emission Monitoring System is
successfully used for overall evaluation of the actual quality of the bridge and can help with planning

and prioritization of further repairs and maintenance.
1.2 Description

1.2.1 Functioning mode

The basis of the method lies in the analysis of the acoustic waves generated by active, destructive
processes developed during the operational loads. Elastic waves are generated in a material when it
is subjected to stress, which causes deformation or stress field. When the material is subjected to load,
the elastic limit can be crossed. This is known as the acoustic emission, which is inaudible but can be
detected by sensors attached to the surface of the tested object. Waves are produced in the tested
area and then, those waves can be detected, and their corresponding intensity is linked with the

existence of the defect in the studied structures.

Acoustic emission system consists of one to several acoustic sensors, a preamplifier, the main
amplifier, and a computer-based data acquisition device. Other accessories are necessary such as

couplant and connecting cables. Piezoelectric transducers are used for the detection of the signals,
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which transform mechanical waves into electrical signals. When the material is loaded, the elastic limit
can be crossed. This is known as the acoustic emission, which is inaudible but can be detected by
sensors attached to the surface of the test object.

There are two approaches for the measurement mode:

- the parameter-based technique — only extracting parameters from received signals without saving the
waveforms. Crucial parameters such as hit, amplitude, count, rise time, duration are recorded to assess
AE activities.

- the signal-based technique — characterized by transforming analog signals to electrical signals for
guantitative analysis (Zhou, 2011) (International Atomic Energy Agency, 2002) (Masayasu Ohtsu,
2007).

Acoustic sensors can be mounted in four ways, which is shown below:

- through clearance hole:

Figure 1.1 — Clearance hole mounting (SIEMENS , 2021)

- through drill and tap:

Figure 1.2 — Drill and tap mounting (SIEMENS , 2021)

- with the mounting disc:
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: I

Figure 1.3 — Mounting with disc (SIEMENS , 2021)

- with extension tab.

— J \
18) N\

Figure 1.4 — Mounting with extension tab (SIEMENS , 2021).

The transducers can be directed oppositely, parallel, or diagonally.
Systems designed for structural monitoring usually work in the following manner:
- As atransmitting unit — processed data are transmitted to remote locations, where it is possible
to analyze information from computer or mobile interface in real-time;
- As a collector unit — processed data are stored in the memory card for further analysis
(Masayasu Ohtsu, 2007) (The Vallen Systeme , 2021) (SIEMENS , 2021).

The general working principle is shown below in the scheme:
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Damage
detection

Instrumentation

| 4— Stress waves

Monitored specimen

Figure 1.5 — Working scheme of AE technique

1.2.2 Types

Depending on the application there are different types of equipment used for acoustic emission

measurements:

compact, small, usually dual-channel, portable handheld unit optimal for use as a field survey
tool with permanent data collection which can be stored on the memory card and then analysed
on the computer; use same functioning mode as monitoring systems, but does not allow
continuous monitoring for longer periods; useful for the fast in field and laboratory testing —
battery last for few hours; good for areas difficult to reach; composed with two passive sensors,
memory card, parametric cable, and battery,

multi-channel instruments with wireless data transmission for long-term monitoring purposes;
composed with at least four acoustic channels, two power supplies, wireless module, memory
card and adjusted software for analysis of the collected data, start and termination of the
monitoring activities as well as transfer to the base station; allow collecting information about
behavior and responses to in-service loads, include alarming system after analysis of the data
collected from the baseline and eventual damages (International Atomic Energy Agency, 2002)
(Mix, 2005).

From the point of view of sensors applied, several options can be used, depending on the

application, for instance:

high sensitivity sensors with integral preamplifier

frequency differential sensors

wideband differential sensors

high sensitivity intrinsically safe wideband differential sensors
low-frequency sensors

flat frequency response sensors

lightweight miniature sensors

underground sensors
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e epoxy coated underwater sensors (The Vallen Systeme , 2021)

1.2.3 Process/event to be detected or monitored
Processes that can be monitored by means of acoustic emission sensors are:
¢ detection of dynamic processes in materials,
e detection of leaks,
e detection of flaws,
e tracking of degradation processes in concrete,
¢ detection of damage mechanisms related to corrosion — cracking, debonding,
¢ level of intensity of cracking processes,
¢ integrity testing of metallic structures,
e integrity testing of composite materials,

e integrity testing of concrete structures.

Examples of the detection in concrete elements performed with acoustic emission techniques can be
found in (E.Tsangouri, 2019) (Y. Kawasaki, 2013) (D.G. Aggelis, 2013) (B. Goszczynska, 2015).

1.2.4 Physical quantity to be measured (e.g. actions, displacements, deformations, dynamic
structural properties, material properties including mechanical, electrical and chemical
properties, relative displacements of the two sides of a crack, etc.).

The time of passage of the elastic wave between the transducers should be monitored on the
measurement device and recorded. Time of the elastic pulse path from the transmitting to the receiving

transducer through the concrete. Wavefront is recorded by measuring device.

1.2.5 Induced damage to the structure during the measurement

The registration of signals of elastic waves is non-destructive for the structures.

1.2.6 General characteristics

1.2.6.1 Measurement type (static or dynamic, local or global, short-term or continuous, etc.)
An acoustic emission sensor is designed for both global and local measurements. For global purposes

helps with assessing the structural integrity, while in local uses — detecting specific areas of damage.
It is possible to perform an inspection for short periods as well as long term. Static and dynamic load

tests can be carried out with an acoustic sensors system (Tae-Min Oh, 2020).

1.2.6.2 Measurement range
¢ high sensitivity range is obtained when signal level are up to 40 dB,

¢ |low sensitivity range applies when signals are in 28 — 68 dB,
¢ typical signals frequency range: 1 kHz up to 1MHz, usually divided into three categories — low-
frequency range (20 kHz — 100 kHz), standard (100 — 400 kHz), and high (>400 kHz).

e data sets rate: 80 hits/sec per channel,
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e up to 310 m line of site (The Vallen Systeme , 2021).

1.2.6.3 Measurement accuracy
e Measurement path can be recorded with +/- 1% accuracy. The sensitivity of acoustic emission is

affected by temperature. In most applications, this is not a concern when considering the much
greater changes in signal level due to changes in flow.

o If the temperature of the standard Sensor increased from 20 °C to 50 °C, its sensitivity would
decrease by 15%. If the Sensor were to be used to monitor flow changes over such a temperature
range, you should set an associated alarm set point at least 30% away from the normal operating

level measured at 20 °C.

1.3 Background (evolution through the years)

B.H Schofield firstly named sound-emitting phenomenon as ‘Acoustic Emission’ in his publication.
Important works on the method has been made in 1970 by monitoring of the portable military bridge.
First analysis of the amplitude distribution has been performed back then. In 1980 first investigations
had been carried out to see if it is possible to use acoustic emission techniques for continuous and
long-term monitoring. The next advance was made by the performance of the monitoring crack activity
in steel bridges. Physical Acoustic Corporation performed many experiments to study different types
of sensors and use of additional guard sensors to eliminate unwanted signals from the consideration
(International Atomic Energy Agency, 2002). (Kaphle, 2012) (E.Tsangouri, 2019) (Mix, 2005) (Tae-Min
Oh, 2020) (Zhou, 2011) (Ohtsu, 1996).

1.4 Performance

1.4.1 General points of attention and requirements

1.4.1.1 Design criteria and requirements for the design of the survey
For transducers recommended working frequency is 20 kHz to 150 kHz. The instrument should be able

to determine the time of arrival of the wave front with the lowest possible amplitude level. The excited
pulse generated in the transmitting head should have a rise time of no more than a quarter of its natural
period of vibration so that the onset of the received wave is free from the influence of disturbances.
The sensors should be installed at using high-vacuum grease with adhesive tape to enhance the

coupling performance at the interface between the concrete and the sensor.

1.4.1.2 Procedures for defining layout of the survey
No specific guidelines.

1.4.1.3 Design constraints (e.g. related to the measurement principles of the monitoring
technologies)

The performed tests suffer from the presence of other sources that give rise to other unwanted signals

that can mask the ones from cracks, wire breaks or other defects.
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1.4.1.4 Sensibility of measurements to environmental conditions
The sensitivity of acoustic emission is affected by temperature. In most applications this is not a

concern when considering the much greater changes in signal level due to changes in flow. However
it is important to be aware of the effect. For standard sensor the sensitivity decreases with increasing
temperatures at a rate of approximately 0,5% per degree Celsius. For example, if the temperature of
the standard sensor increased from 20°C to 50°C, its sensitivity would decrease by 15%. However
modern sensors are adjusted to work in temperatures from 20 °C up to 120 °C with a sufficient

accuracy.

1.4.2 Preparation

1.4.2.1 Procedures for calibration, initialisation, and post-installation verification
Calibration involves probing with an oscilloscope to set gain and threshold levels. The sensors are

installed at the points of the sample using high-vacuum grease with adhesive tape to enhance the
coupling performance at the interface between the concrete and the sensor.

1.4.2.2 Procedures for estimating the component of measurement uncertainty resulting from
calibration of the data acquisition system (calibration uncertainty)

Calibration uncertainty depends on the configuration of the system, influenced by transducer sensitivity
and background noise.

1.4.2.3 Requirements for data acquisition depending on measured physical quantity (e.g.
based on the variation rate)

Right before the measurement, initial inspection of the construction should be carried out. Sensors
should be attached to the cleaned surface. Calibrating the EA sensors is just as important as the
appropriate setting of hardware parameters. Calibration consists of reading the values of the
parameters of the EA signals, generated by the standard source.

1.4.3 Performance

1.4.3.1 Requirements and recommendations for maintenance during operation (in case of
continuous maintenance)

There is no uniform standard or procedure for maintenance during operation, however available

guidelines for short-term bridge monitoring can be found in ASTM E1932-02.

1.4.3.2 Criteria for the successive surveying campaigns for updating the sensors.
Not applicable.

1.4.4 Reporting

Report should include:

¢ identification of concrete sample and construction,
e date,

e J|ocalization,

e age of the concrete,
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e temperature,

e |ocalization of the transducers,

¢ identification of the apparatus used,

¢ velocity of the elastic wave on each measurement path.

1.4.5 Lifespan of the technology (if applied for continuous monitoring)

Specially designed wireless systems give the possibility for continuous monitoring longer than one

year.

1.5

151

Interpretation and validation of results

Expected output (Format, e.g. numbers in a .txt file)

Graph with a discrete electrical signal at the output of a sensor, amplitude on the sensors [dB] vs time

[s]. List of measured times necessary to overcome the path between transducers for each length. Other

parameters:

number of signals,

signal amplitude is given in mV or dB,

signal energy,

burst signal energy: the energy of the electrical signal caused by a detected burst,

burst signal peak amplitude: the highest voltage excursion of the detected burst signal,

rise time: the time difference of the peak occurrence to the start of the hit,

duration: the time difference between the end of hit and start of the hit,

counts: the number of positive threshold crossings in the time period between start of hit and end
of.

An example of the output on one of the sensor responses is shown below:
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AE-Sensor

T |

Figure 1.6 — Cracks emitting the elastic wave - acoustic emission measurement (Vallen Systeme GmbH, 2019)
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Figure 1.7 — Extracted features from a hit (Vallen Systeme GmbH, 2019).

Peak amplitude

1.5.2 Interpretation (e.g. each number of the file symbolizes the acceleration of a degree of
freedom in the bridge)

TR diagrams show waveforms (transient data) in the time and/or frequency domain. AE diagrams are

used to plot any of the available AE attributes, time, or parametric data against each other. AE diagrams

can be 2D or 3D.

Comparative analysis of the emission signals recorded during the test of the object with the created

model database of destructive signals allows for the identification and location of active destructive

processes. Measured time is used to calculate the velocity of the ultrasonic wave, where the length of
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the measuring path in meters is divided by the time needed to transmit to wave on a selected path in
seconds. An intensity analysis technique has to be performed to accumulate obtained data and use it
for characterization of the damages. Comparison of the intensity of the signals on each sensor gives

information about potential failure risk in the structure.
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Figure 1.8 — Distribution plot and peak amplitude vs deformation (Vallen Systeme GmbH, 2019).

1.5.3 Validation

1.5.3.1 Specific methods used for validation of results depending on the technique
Validations of AE techniques are based on tests carried out in laboratory conditions on specimens or

individual structural elements.

1.5.3.2 Quantification of the error
Quantification of the error by root mean square error method mainly or automatically in the software

provided by the manufacturer.

1.5.3.3 Quantitative or qualitative evaluation
Quantitative evaluation can be performed by analysis of the AE signals with AE waveforms.

1.5.4 Detection accuracy
Specific correlations between the different factors influencing the accuracy of results are described in
the norms: EN13477-1, Non-destructive testing — Acoustic emission testing — Equipment
characterization — Part 1: Equipment description and that can be verified according to EN 13477-2,
Non-destructive testing — Acoustic emission testing — Equipment characterization — Part 2: Verification
of operating characteristics.

Cracks can be detected with 0,01 mm accuracy.
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1.6 Advantages

Acoustic emission can be particularly effective for monitoring damages in foundations, which are not
visible using a typical monitoring system. It is capable of detecting the onset of failure and locating the
source of possible failure. Since acoustical signals come from defects throughout the structures a few
transducers are enough to detect and locate defects over large areas. Enables localization of the
particularly dangerous areas and quantification of the issue.
Taking into consideration systems needed for bridge monitoring:

e both local and global measurement possible

¢ no interference with the traffic on the bridge

e remote navigation and analysis of the data

e customized alarm system upon reaching user-defined damage thresholds

¢ internal storage of the data

e power saving options

¢ compatibility with different power sources and batteries

¢ simple connection to the base station.

1.7 Disadvantages

Disadvantages of the method include:
e requirement of two-sided access to a given measurement site,
¢ sensitivity to the differences in the moisture content of the concrete surface,
¢ sensitivity to the presence of reinforcing bars,
o difficulty with measurements, when complex geometry is given,
o difficulty with measurements when large number of defects is present,

e more suitable for new bridges and construction as a supplement for standard inspection.

1.8 Possibility of automatizing the measurements

Rapid progress of microchips causes immediate appearance new, more compact, convenient and

informational - capacious AE instruments.

1.9 Barriers

The main barrier is the technological need for decreasing the power level consumption to extend the

lifetime of the battery used.

1.10Existing standards

o EN 13554:2011 Non-destructive testing - Acoustic emission testing - General principles,

e EN 473 The European Standard for Qualification and Certification of NDT Personnel,
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1.11.1 Relevant knowledge fields
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EN 1330-9, Non-destructive testing —Terminology — Part 9: Terms used in acoustic emission

testing,

ASTM E3100 — 17 - Standard Guide for Acoustic Emission Examination of Concrete Structures,

ISO 16836:2019, Non-destructive testing — Acoustic emission testing — Measurement method

for acoustic emission signals in concrete,

ASTM E650, Standard guide for mounting piezoelectric acoustic emission sensors,

ASTM E1106, Standard method for primary calibration of acoustic emission sensors.

Applicability

1.12.1 Industry:

machine condition monitoring,

cavitation monitoring,
leak detection,

production quality control.

1.12.2 Chemical industry:

reactor vessels testing,
offshore testing,

drill pipe testing,
pipelines testing,
transformers testing,
valves testing,

hydro treaters.

1.12.3 Aerospace technology:

e aging aircraft’s evaluation,

rocket motor testing,

fatigue cracks detection.

1.12.4 Energy industry:

nuclear reactors testing,
steam generators testing,
ceramics insulators,
transformers,

aerial devices.
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Relate the surveying technology being studied with Pls from WP3, provided in the document of the

TU1406 COST ACTION.
e delamination,
e cracks,
e rupture,

o displacement,

¢ reinforcement bar failure/bending,

¢ |oss of section,
¢ debonding,

e deformation,
¢ holes,

e wire breaks.

1.11.3 Type of structure
¢ bridges,
e tunnels,
e walls,

e viaducts.

1.11.4 Spatial scales addressed (whole structure vs specific asset elements)

¢ knots and stringers,
¢ hanger connections,
¢ link pin connection,

e copes and stringers,

e stiffener to weld connection.

1.11.5 Materials
e concrete,
e steel,

e composites,
e ceramics,

e polymers.

1.12 Available knowledge

1.12.1 Reference projects

WI-HEALTH: Wireless network for total SHM of bridges (EU FP7 2011-2013).
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1.12.2 Other

Examples of use of acoustic emission uses:

e use of the acoustic emission and base of reference signals for viaduct located in Kielce, Poland.

e use of acoustic emission for assessment of the technical condition of the bolted bridge in
Sandomierz, Poland.

o self-powered Sensor Network for Bridge Health Prognosis, sponsored by the National Institute
of Standards and Technology (NIST) through the Technology Innovation Project Grant (TIP).

e Wireless Acoustic Emission Systems — overview in a publication

Manufacturers websites:

e Acoustic Emission Sensing System

e Physical Acoustic

e Physical Acoustic — overview of the products and system elements
¢ MARPOSS Acoustic Emission Sensors

e Vallen Systeme GmbH

e Vallen Systeme — Acoustic Emission Sensors and preamplifiers.

e FUJI CERAMICS CORPORATION
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APPENDIX A2. Aerial UAV. Optical Payloads

2.1 Goal(s)

2.1.1 Main objective

An unmanned aircraft vehicle (UAV) is defined as a powered aerial vehicle that does not carry a human
operator, making use of aerodynamic forces to fly, being piloted remotely or by means of an
autonomous control (Gonzélez-Jorge et al., 2017).

In order to measure and monitor the environment, these vehicles can carry optical imaging sensors,
such as Light Detection and Ranging (LIDAR), Synthetic Aperture Radar (SAR) and NDT payloads.
The measurements can be georeferenced by the navigation system and the attitude sensors of the
vehicle, generally based on Global Navigation Satellite Systems (GNSS) and Inertial Measurement
Units (IMU).

The main contribution of UAVs technology consists of their capability to fly in difficult and inaccessible
areas, lowering the risks to the crews of manned aircratft.

In the last years, these systems have enabled for the so-called Aerial Robotics, that can obtain
measurements and perform inspection tasks in bridges to obtain georeferenced images and raw data
from onboard sensors.

This technology consists of a platform that acts as the carrier for multiple sensors that have been widely
used for bridge diagnosis, such LIDAR, GPR, and other sensors. We refer interested readers to the

reports on specific sensor technologies.

2.1 Description

2.1.1 Functioning mode

UAVs behavior mainly depends on system properties and, in general, their functioning mode heavily
depends on their subsystems, that briefly consist of:

Frame

The frame is the main structural element of UASs. The frame is the support for the rest of the
components such as motors, electronic subsystems, batteries, and payload.

The frame should obey a trade-off between a smooth geometry with little aerodynamic resistance to
fly and the need for actuating and hovering in the air. Accordingly, Aerodynamics is more important in
fixed-wing than in rotary-wing UASS.

The classification of frames depends also on the aerospace materials used to create the UAV: from
foam frames used in low-end fixed-wing UAVs carbon fiber and expensive materials used for high-
end vehicles. For rotary-wing UAVS plastic, aluminum, and carbon fiber frames, are frequent materials
depending on the quality of the aircraft.

Motors and batteries
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The strong adoption of rotary-wing UAVSs is partly caused by the performance and popularization of
brushless motors. These motors can be controlled straightforward based on off-the-shelf electronics
and are very efficient in energy consumption, being powered by light batteries that use an integrated
inverter to obtain AC electric signals that control and drive the motor. For heavy UAVS, there is a need
to use combustion motors powered by solid combustible that can carry the payload and are more
complex to use and maintain.
Propellers
The propellers convert the rotational motion of the motors into thrust following the Bernoulli’s principle.
Depending on the type and size of the UAV, different size, pitch, number of blades, and type of material
are used. For professional small UAVs, carbon fiber propellers are preferred because they are more
rigid and produce less vibration when spinning.
Flight control
The flight of the UAV is controlled by the so-called autopilot that performs a mission based on a planned
path. This is a challenging task and the basis for the different applications of the UAVs beyond the use
of remote controls by a human operator.
Path planning must consider several procedures and constrains such as obstacle avoidance, maximum
coverage, sensor limitations, and vehicle motions, as well as time and cost efficiency. For optimal flight
path, several algorithms have being proposed based on spanning trees or Neural Networks (Bolourian
et al., 2017).
The flight control strongly depends on the Navigation (GNSS) and attitude (IMU) sensors of the aircraft.
Payloads and Data Processing
Payload is defined as all the components that are not used to fly but are specific to perform the mission
and its objectives. Payloads of civil UAS are mainly classified into optical payloads that enable for
remote sensing of the environment and NDT payloads that support aerial robotics (Gonzalez-Jorge et
al., 2017).
OPTICAL PAYLOADS
Optical payloads are the basis for remote inspection, one of the key features enabled by UAVs. Typical
payloads that support a wide range of inspection tasks, include (Greenwood et al., 2019):

= Passive sensors: These sensors (mainly cameras) use the ambient light to record the reflection

of that light on the object to be imaged and include the different ranges of the spectrum.

= RGB cameras. These are the most frequent cameras and may be considered as a
ubiquitous sensors, since a high number of modern devices include cameras.
Depending on their applicability to measurement tasks, we can distinguish metric, semi-
metric and non-metric cameras (Mart\\inez-Sanchez et al., 2016).

= Multispectral and hyperspectral cameras. These cameras can capture images in visible
and non-visible parts of the spectrum from the Ultraviolet (UV) to the long wave infrared
(LWIR), passing through optical frequencies, Near Infrared (NIR), infrared and short
wave infrared (SWIR). Depending on the number of wavelengths that the camera is
able to capture we distinguish multispectral (up-to 10 wavelengths) of hyperspectral

cameras (tenths of hundreds of wavelengths)
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= Thermal camera. Given their application, we distinguish this type of cameras based on
sensors that are sensible to long infrared spectra, the so called Thermal Infrared (TIR)
that covers from 8 to 14 micrometers (Laguela et al., 2011).

= Active sensors: These sensors use an internal source of energy to illuminate the object to be
inspected and record the reflection to that specific signal. As a consequence, these sensors
are sensible only for an specific range of the spectrum, being monochromatic in the case of
Laser-based systems. Active sensors include (Dorafshan & Maguire, 2018):

= Light detection and ranging (LIDAR) is probably the most up-to-date system for object
inspection and monitoring. More information in Laser Scanning report.

= Radio detection and ranging (RADAR)/synthetic aperture RADAR (SAR). In this case,
the source of energy is a pulsed radio wave. More information in GPR report.

=  Sound navigation and ranging (SONAR) Using pressure waves, one of the applications
of SONAR consists of underwater measurements providing underwater object
information, but not limited to because of their capability to detect objects.

2.1.2 Types
There are several types of UAVs and they can be classified depending on a number of their
characteristics as developed in the following tables(Hassanalian & Abdelkefi, 2017) and paragraphs.

Depending on the weight:

Class Type Weight range
Class I(a) Nano drones W=200 g

Class I(b) Micro drones 200 g <W=2 kg
Class I(c) Mini drones 2 kg <W=20 kg
Class I(d) Small drones 20 kg <W<150 kg
Class Il Tactical drones 150 kg <W=<600 kg
Class Il MALE/HALE/Strike drones W> 600 kg

Table 2-1 — Classification of UAVs depending on their weight

Depending on the application:

= Military
= Civilian
= Agriculture and forestry
= Disaster monitoring and management
= Surveillance
= Environmental monitoring
= 3D mapping
=  Atmospheric
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= Wildlife monitoring

Depending on the flying principle

Type Description

Fixed wing Airfoil that generates the lift of the plane. These frames are controlled making

use of surfaces built on the wing (ailerons, elevators, and rudder)

Flapping wing Inspired from insects, and small birds consist of the flexible and flapper wings
which use an actuation mechanism for their flapping motion. Most of the
flapping wings have flexible and light wings as observed in birds and insects
which indicate that the flexibility and weight of wings are important for their

aerodynamic proficiency and flight stability
Fixed/flapping wing Hybrid designs which use fixed wings for lift and flapping wings for propulsion

Rotary wing These systems are based on the control of the motors and propellers that
provide the force to lift. Their manoeuvrability is very high and allows them to
hover and subsequently, to fly in and inspect confined spaces. These
characteristics make rotary wings the key UAV type for surveying hardly-
accessible areas and components in high-rise applications]

Table 2-2 UAV classification based on flying principle

2.1.3 Process/event to be detected or monitored

UAV support the combined advantages of robot inspection and remote sensor inspection. As such, the
use of these systems for documentation, inspection, and monitoring, has gained a significant focus.
Even though RPAS/UAVs platforms can help practitioners to make measurements in difficult
environments, the detection of damages and failures depends on the specific sensors onboard the

platform. Please refer to the templates about sensor technologies for more information.

2.1.4 Physical quantity to be measured
The quantities to be measured using UAVs depends mainly on the payload sensors attached to the

frame. The most frequent sensors include:

e Optical cameras for visual inspection through image processing
e Multispectral and thermographic cameras
¢ LiDAR for collecting points clouds

e RADAR payloads
Please review the other templates regarding specific sensors for a more detailed description about

measurement techniques

Visual inspection
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Traditional visual bridge inspection methods are time-consuming and unsafe for practitioners because
of the height works and falling risk. The use of UAS for visual inspection is a mitigation measure to
reduce the risk and improve the efficiency of the field inspection. As a general feasible procedure, UAS
are able to obtain high-quality image data to be analysed by inspectors.

In this context, the visual inspection of the assets is based on optical payloads onboard the frame of
the UAV and is dependent on the image acquisition system and surveying process in the field and the
trajectory followed by the system. In order to limit the dependence on the field work, UAS can include
control algorithm based on computer vision to navigate an unknown 3D environment and saturation
functions to maintain the object to be inspected in the camera’s field of view.

Unattended or automatized image processing can contribute to detect a range of damages on the
surface of the asset, such as moderate crack thickness ranging from 0.5 mm to several mm. The
extension of the crack can be achieved with statistical analysis and sufficient data to cover a
representative inspection area. Depending on the thickness, the standard photogrammetric survey can
be a useful tool for quantifying the damage.

In order to detect smaller thickness cracks, higher quality images (in terms of resolution, sharpness
and entropy) followed by image postprocessing treatment can reveal cracks with a small thickness of
0.1 mm.

In addition, the UAS can help to easily access structural components at high altitudes, such as girders,
putting together optical cameras, infrared, motion, and modelling sensors.

Other damages, such as gaps between the end of kerf plate and sawn kerf in the brace, can be
identified on the bridge components.

In general and due to the higher resolution of optical cameras, image processing techniques may be

preferred over other sensors such as LIDAR or RADAR, to detect the boundaries of the defects.

2.1.5 Induced damage to the structure during the measurement
Not Applicable.

2.1.6 General characteristics

2.1.1.1 Measurement type (static or dynamic, local or global, short-term or continuous, etc.)
Depending on the payload that is attached to the system and subject to the flight time of the framework.
The flight time for typical UAVs ranges from 15-45 minutes for multirotor systems to more than one
hour (or more) for fixed wing aircrafts.

Given that multirotor UAVs are more adequate for bridge inspection, the typical measurement time

could be considered as 30 minutes, restricted by the autonomy of the UAV and the payload.

2.1.1.2 Measurement range

Depending on the payload that is attached to the system and subject to the flight time of the framework.
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For optical systems (i.e. cameras) onboard the UAV, the range is restricted by the optical scale of the
images.

The optical scale is the relation between the distance to the object and the principal distance (focal
length) of the camera. This optical scale is a limit for the expected accuracy of the measurements and,
in general, can be considered that the higher the principal distance the higher the expected accuracy.
The drawback of the optical scale consists of the field of view (FoV) of the camera: for each body and
sensor, a larger principal distance would reduce the FoV and, thus, increase the time needed for
measurement in the field and a more complex planification of the operation.

For more information on active sensors (LIDAR and RADAR) please refer to the technology

documentation.

2.1.1.3 Measurement accuracy
Regarding the accuracy of the data with optical payloads, two main sources of issues should be taken

into consideration:

= The quality of the collected images

The accuracy of the data processing procedure, mainly, the photogrammetric process.
Image quality assessment

After the inspection, there is a nheed of completing the image quality assessment in the field in order to
limit the number of visits to the inspection site.

In order to speed up the process the entire dataset should be analysed. This is a drawback for
photogrammetric projects because the number of pictures is very high.

The quality of the images must be quantified calculating sharpness and entropy of the images and
comparing the results to the average value for the image dataset. This analysis can be carried out with
image processing tools included in photogrammetric software bundles. Higher quality images consist
of the portion of the dataset presenting improved sharpness without a variation in entropy.

The quality of the images largely depends on lighting conditions. A sufficient illumination in the images
would lead to sharpness and increased entropy (Duque et al., 2018)(Seo et al., 2018)

Accuracy of the photogrammetric process

Beyond the quality of each single image, when dealing with a photogrammetric project, it is important
to quantify the accuracy of the final 3D measurements. The internal and external accuracy of the
measurements is one of results of the photogrammetric data processing and, thus, a surveying of
control and test points is mandatory to obtain both. Moreover, the final accuracy depends on the image
photogrammetric network, that should be defined previously to the field work, as described in the next
sections.

To summarize, the photogrammetric process is based on a number of procedures that affect the

accuracy of the measurements and should be considered:
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o Alignment of the images. In the current state of the art, the alignment solves the relative
orientation of the images and the absolute orientation to a global frame (ie. Global coordinate
system). This is based on a bundle block adjustment that solves the unknowns for certain 3D
points on the inspection site that are considered interest points based on the calculation of
salient features on the images. As a result, the alignment provides the precision figures based
on redundant information on the images about this interest points, that are classified on Key
points and Tie points.

¢ A dense point cloud can be calculated based on the alignment of the images. In this procedure,
the disparity map of the images is transformed into a depth map and a 3D point cloud. The
accuracy of this procedure depends not only on the image network and the overall accuracy of
the images to obtain the interest points but on the reliability of each pixel in the image. This is
related to the image quality assessment. Nevertheless, there are a number of methods to detect
the outliers in the point cloud calculation and, accordingly, to filter the points with a lower
precision.

o Depending on the inspection task, obtaining a mesh of the surface is mandatory to model the
site. This process is subject to the filtering of unknowns and may result on lower frequency
models. A visual inspection of such models is mandatory to solve the trade-off between number
of triangles in the surface and the actual optical resolution of the model. The correction of the
texture of this triangulation could lead to a more accurate model in terms of radiometric
properties.

e The most frequently used method for the assessment of the photogrammetric results consists
of a classical surveying using a GPS and depending on the accuracy objectives. The points in
the GPS surveying must be divided into control points and check points to clarify the internal
and external accuracy figures of the photogrammetric process.

2.2 Background (evolution through the years)

Military applications

The drones or UAS are an example of how military systems can be applied to civil requirements after
a long time.

The first UAS attempts started during World War | when the Dayton-Wright Airplane Company invented
an unmanned aerial torpedo that would explode at a pre-set time.

During World War Il, Reginald Denny Industries' first large-scale production drone appeared. They
made about 15,000 drones to be used as targets for anti-aircraft gunner training.

The first target drone converted for an unmanned aerial photographic reconnaissance mission on the
battlefield was a version of the MQM-57 Falconer (first flown in 1955).

UASs were not applied until the 1980s when the coordinated use of UASs with manned aircraft became
popular with applications such as electronic decoys, electronic jammers, and reconnaissance tools.
Military UAS as the Predator RQ-1L were deployed from the Balkan war in the 1990s to current war
conflicts.

Civil applications in recent times
Recent improvements in the field of Aerial Robots have enabled the use of various multi-rotor platforms
(for example, four- and eight-rotor platforms) in the field of SHM, with various implementations focusing

on inspection and maintenance of bridges, mostly based on visual inspection methods. However, some
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of the recent studies have attempted to explore different ways in which aerial robots can be modified
to provide contact and perch-based inspection capabilities.

Several recent studies have also proposed the development of hybrid robots, which can provide
multiple functionalities (for example, mechanisms for flying and walking and a number of different
approaches based on contact and flight).

Some of these platforms have provided a proof of concept with considerable potential for successful
use for future bridge inspection.

This is a relatively new field of research to take full advantage of the flexibility and versatility of aerial
robotic platforms to access and monitor different components of the bridge infrastructure.

Trends for Aerial Robotics

The trends for the UAS is their evolution to Aerial Robotic System to use UAV for bridge inspection
tasks that require physical contact between the aerial platform and bridge surfaces[13,14], such as
beam deflection analysis or crack depth measurement with an ultrasonic sensor.

These systems take advantage of the aerodynamic ceiling effect when the multirotor approaches the
bridge surface. As a consequence, a UAV can be used as a sensor capable of flying and touching the
bridge to take measurements during a contact inspection. The numerous practical applications of these
systems include measuring beam girder deflection from a bridge using a laser tracking station.

Other common approach is UAS design based on aerial manipulators composed of an aerial platform
and an articulated robotic arm attached to the top of the multirotor, which was used to perform
inspection tasks that require contact with the bridge. However, the payload requirements for this type

of manipulator are high, resulting in large, heavy platforms that are slower and more complex to control.

2.3 Performance

2.1.7 General points of attention and requirements

2.3.1.1 Design criteria and requirements for the design of the survey
Depending on the sensors to be mounted on the platform see 4.4.1.3 below
2.3.1.2 Procedures for defining layout of the survey

Depending on the sensors to be mounted on the platform see 4.4.1.3 below

2.3.1.3 Design constraints (e.g. related to the measurement principles of the monitoring technologies)
Data collection and surveying using UAV needs for specific measures to prevent risky situations and

obtain useful data.

Workflow Steps

Survey objectives Determine the objective areas and data
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Site prechecking Revise available geographical information of the location and the

operational constraints of the environment
Fight planning Offline flight planning, including:

= take-off and landing locations,
= flight speeds and heights,
= image scale constraints (distance vs focal length)
= Preliminary Operation Safety study
Risk assessment Enumerate, evaluate, and foresee mitigation measures related to

the operation risks.

Permission application Study Regulation constraints to depending on the risk-level of the

operation:

=  Obtain permission for the flight and/or
= Communicate authority the specified flight plan
Data collection Notify any potentially impacted populations about when the aerial
survey will start; follow the devised flight plan for data collection, and

if any emergency occurs, land the UAV safely

Table 2-3 Workflow for the planning of a UAV-based survey. Following (Chen et al., 2019)

The field work for bridge inspection must be clearly defined and scheduled in order to reduce the time
spent in the field, especially for risky operations. The process consists of conducting the following
steps:
1. Path planning. It consists of defining the six Degrees of Freedom of the system during the
trajectory for the inspection. It is dependent on the payload sensor because the field of view of

the object must be maintained and the distance to the structure is critical. It can be considered
a collection of Poses (Position and Orientation)

a. Defining critical sections: potential location of cracks or other surface defects, which
could be estimated using structural analysis or based on experience. These sections
define the Regions of Interest (Rol) during the inspection.

b. Define critical waypoints: Depending on the critical section and the payload sensor,
these are the POSES of the best locations for surveying to likely detect the damage in
the Rol.

c. Select optimal path

i. Generate paths. Taking into account the Rol and the Waypoints, a number of
trajectories are proposed.

ii. Calculate coverage and cost.

iii. Select the optimal trajectory or path in terms of cost, including the energy cost of
the flight and the coverage to obtain a good image quality.

2. Data collection and image quality assessment.
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3. Data analysis and overall accuracy assessment

2.3.1.4 Sensibility of measurements to environmental conditions
Taking into consideration UAVs consist of a platform to carry sensors as the so called payload, the
environmental conditions affect the trajectory followed by the vehicle and we should consider:
= Wind speed: the maximum speed the UAV can maintain the sustainability and flight capabilities.
It depends mainly on the type of frame, the size and weight of the platform and the power of
the propellers and motors. The flight controller should account for variations in wind speed,
particularly, for sureying with a high accuracy requirement.
= Visibility: even though UAVs can perform the mission with a very high degree of autonomy,
safety issues and normative requires that a pilot is the person in charge of the operation. Low
visibility also affects optical payloads that are the most applicable in the state of the practise.
= |P protection grade with respect to rain and water. Robustness of the system depends on the

ambient moisture/rain.

2.3.2 Preparation

2.3.2.1 Procedures for calibration, initialisation, and post-installation verification

Data collection by UAV is highly dependent on the aircraft's navigation system, which is mainly
comprised of a GNSS solution for location and an IMU for measuring drone attitude. A lack of proper
calibration of the navigation system would result in incorrect or useless data.

The process to perform the pre-calibration of the navigation system consists of confirming that the flight
is going to be carried out safely and efficiently, in the Pre-Flight Setup. [9]

Components to be inspected include motors, propellers, batteries, ground station and / or remote
control, payload gimbal, and communications. The components to be calibrated are mainly focused on
the IMU and, specifically, on the magnetometers and compass. To calibrate the compass, several
rotations must be made around the three axes of the aircraft.

Regarding image quality and image processing, the state of the Technique permits to perform the so-
called self-calibration of the camera during the alignment of the images in the photogrammetric
process.

Self-calibration takes advantage of automated Interest Point detection based on different techniques
to obtain feature descriptors, such as SIFT, SURF or ORB. Using these methods, thousands of points
can be detected and matched on different images. This database can be used to model the properties
of the camera during the data collection, outperforming traditional calibration based on laboratory or in
field calibration using a known pattern of points.

The components of the calibration model for optical cameras consist of the principal distance (ie. focal

length), the principal point and the distortion parameters of the camera.
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2.3.2.2 Procedures for estimating the component of measurement uncertainty resulting from
calibration of the data acquisition system (calibration uncertainty)

Not Applicable. The operational uncertainty in navigation position and attitude of the UAV is higher
than the calibration uncertainty and strongly depends on surveying conditions.

2.3.2.3 Requirements for data acquisition depending on measured physical quantity (e.g. based on
the variation rate)

The operational uncertainty in navigation position and attitude strongly depends on surveying

conditions.

2.3.3 Performance

2.3.3.1 Requirements and recommendations for maintenance during operation (in case of continuous
maintenance)

Not applicable.

2.3.3.2 Criteria for the successive surveying campaigns for updating the sensors. The campaigns
include: (i) Georeferenced frame, i.e. the global location on the bridge; (ii) Alignment of sensor
data, relative alignment of the data collected in a surveying; (iii) Multi-temporal registration to
previous campaigns; and (iv) Diagnostics.

General constraints

The sensors onboard UAS can obtain their Position and Orientation (POSE) from the navigation
sensors used by the UAV platform. Consequently, the absolute accuracy of the data will largely depend
on UAV navigation system.

The positioning provided by standard GPS units is generally adequate for navigation of small RPAS
that entail a lower risk during the navigation. There are a number of applications, including that based
on visual inspection, the image quality is more important that the POSE accuracy and, thus, standard
coarse GPS is correct.

If we focus on photogrammetric applications where the dimensional surveying of the bridge is a key,
the general workflow consists of complementing coarse navigation GPS with survey-grade GPS in the
field. As described in the photogrammetric discussion, these accurate GPS points must be divided into
control points and test points in order to quantify the internal and external accuracy of the data.

This GPS surveying increase the cost of the inspection and is time consuming and in recent times,
small RPAS systems include RTK positioning systems that can provide centimetric positioning
accuracy. As a result, manually surveyed checkpoints are no longer necessary for a number of
applications that don’t need very high precision, increasing the cost-effectiveness of UAV platforms.
Nevertheless, although Network-based RTK GNSS positioning can improve the precision of surveying
if needed, the altitude component of the measurements is worse than the planimetric surveying due to

the nature of satellite navigation.
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The POSE of the UAV will affect the different sensors onboard the platform. In this document we focus
on image-based surveying and we refer the reader to the specific document for other sensors, such as
LIiDAR and RADAR.

0] Georeferenced frame
The use of GNSS based POSE makes UAS based surveying a repeatable method, subject to the
accuracy of the positioning system.
The general framework for traditional surveying based on external GPS consists of selecting a number
of control points with a minimum of three (to know the internal precision) and perform a transformation
to the Global Reference Frame or Global Coordinate System (GCS).
Global coordinates can be achieved from the local 3D photogrammetric coordinates through a
conformal 3D Helmert or 7-parameter transformation.

For the transformation between GCS the is a need for changing both datum and projection system.

(i) Alignment of sensor data
The alignment of sensor data or relative orientation is possible if there is a redundancy in the spatial
distribution of data.
In the case of the photogrammetric process, we described this alignment based on redundant points
on the images. This process can be automatized through interest point detection and matching using
feature descriptors.
Even though the POSE of the UAV during data collection is not mandatory for the alignment of data, it
can largely speed-up the process, providing initial guesses for the solution in a non-linear bundle
adjustment that includes the POSE for the cameras and the 3D coordinates of the thousands of points

detected in the images.

(i) Multi-temporal registration to previous campaigns.

Multi-temporal registration of successive data collection campaigns is based on the control points
gathered during the GPS surveying phase. Having the results of the photogrammetric process (Points
clouds, Images and Orthomosaics) in a GCS enables for direct multi-temporal analysis and change
detection.
In the case that the UAV platform includes a RTK positioning system and the GNSS survey is not
performed, the registration must be based on points that remain fixed between campaigns. These
points can be used as initial guess for image alignment, as fixed points in a Helmert 3D transformation
or as control points in a Iterative Closest Point (ICP) process to register Point Clouds.
Previous knowledge about fixed points can speed up the process for GNSS surveying, using these
points as control points and reducing the data acquisition to test points that can be analysed to obtain
the external accuracy of the final data.
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(iv) Diagnostics

Not Applicable

2.3.4 Reporting

Not Applicable. Depending on the sensors to be mounted on the platform.

2.3.5 Lifespan of the technology (if applied for continuous monitoring)
Not Applicable.

2.2 Interpretation and validation of results

2.3.6 Expected output (Format, e.g. numbers in a .txt file)

Not Applicable. Depending on the sensors to be mounted on the platform.
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2.3.7 Interpretation (e.g. each number of the file symbolizes the acceleration of a degree of

freedom in the bridge)

Not Applicable. Depending on the sensors to be mounted on the platform.

2.3.8 Validation

Not Applicable. Depending on the sensors to be mounted on the platform.

2.3.8.1 Specific methods used for validation of results depending on the technique
Not Applicable. Depending on the sensors to be mounted on the platform.

2.3.8.2 Quantification of the error

Not Applicable. Depending on the sensors to be mounted on the platform.

2.3.8.3 Quantitative or qualitative evaluation

Not Applicable. Depending on the sensors to be mounted on the platform.

2.3.9 Detection accuracy
Not Applicable. Depending on the sensors to be mounted on the platform.

2.4 Advantages

e Lower risk for practitioners and operators

e Access to hard-to-reach areas such as deck bottoms

e Robust Data acquisition in high components

e Better site visibility and aerial point of view of the system
e Cost-effective technique for surveying

e Speed-up the process in field compared to manual data acquisition

e Pre-defined risk scenarios for the operation that simplify the planification phase.
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2.5 Disadvantages

The main disadvantage in the use of drones consist of the Regulations related to Aviation safety and
the operational constraints
¢ Limited flight time -Autonomy of the system
o Payload weight limited by Maximum Take Off Weight and regulations.
e Eventhough there is a EU regulation defined by European Aviation Safety Agency (EASA), the
National regulation and local permissions are not standardized.
o Mixed between operational safety and System Certification
e Operational constraints including
o Visual Line of Sight (VLOS) restrictions.
o Subject to field conditions, including weather condition
o Navigation solutions for interesting areas, such as deck bottoms
¢ More complex planification phase.
o Low Readiness Level for a number of inspection applications, such as Aerial Robotics

¢ Limitation for Real-Time data and postprocessing procedures.

2.6 Possibility of automatising the measurements

Although current regulations require that a pilot be in charge of the operation of remotely piloted aerial
systems (RPAS), technology allows the consideration of autonomous aerial systems (UAS) that include
vehicles (UAVS) and other subsystems. and components that allow the sensing of bridge properties
automatically.

The measurement procedure using UAVs includes the definition of a precise path that the vehicle will
follow thanks to its navigation system, based on GNSS and IMU, which is known as mission planning.
The precision of the components included in the navigation system will determine the adjustment of
the real trajectory followed by the vehicle to the one defined in the mission planning. The missions
include the planning of infrastructure sampling, which is determined by the position and orientation
(POSE) of the sensors involved. When the UAV reaches the marked position, the flight controller will
send a trigger signal to the sensor to collect data. Optionally, the sensor is oriented towards the area
of the asset to be monitored thanks to the use of so-called gimbals.

The georeferencing of the data obtained is done automatically at that time, being able to relate each
individual measurement to the vehicle's pose. The accuracy of this automatic georeferencing depends
on the accuracy of the navigation subsystem. There are solutions on the market based on real-time
differential kinematic GNSS systems (RTK) that allow obtaining centimetric precision in the positioning
of the measurements.

Automatic data georeferencing can speed up the photogrammetric process: since the positioning of

the images is known, it is easier to establish neighbourhood relationships between the images to be
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processed. In this way, the automatic calculation of the relative orientation, or alignment, of the images

can start from an initial solution and many checks of the geometry of the images to be processed are

avoided.

Today, most of the photogrammetric process is automated. The automatic detection of points of interest

(Pol) or KeyPoints in the images allows obtaining the alignment of the images and the coordinates of

such Keypoints through the intersection of their projection rays. The application of automatic image

processing techniques also supports the calculation of disparity maps between each pair of images

and, therefore, the depth for each pixel of the photo in the real world. In this way, a dense point cloud

is calculated, with precision and resolution figures that are comparable to those obtained by a LIDAR

system.

2.7 Barriers

e Assessment of the cost-effectiveness

e Safety

e Lack of harmonized Regulation.

o Reactiveness in Traffic Control of UAS that difficult the operations.

o Applicability and Robustness of the Results

¢ TRL of well-knowns applications on UAS and Aerial Robotics.

¢ Results subject to field conditions, including weather condition and remotely sensed data.

2.8 Existing standards

2.8.1 International Standards

Standardization in the field of unmanned aircraft systems (UAS) including, but not limited to,

classification, design, manufacture, operation (including maintenance) and safety management of UAS

operations.

Code

Topic

ISO/TC 20/SC 16/AG 5

Detect And Avoid (DAA)

ISO/TC 20/SC 16/AHG 1

Counter UAS

ISO/TC 20/SC 16/IWG 7

Joint ISO/TC 20/SC 16 - ISO/TC 43/SC 1 WG: Noise

measurements for UAS (Unmanned Aircraft systems)

ISO/TC 20/SC 16/WG 1

General

ISO/TC 20/SC 16/WG 2

Product manufacturing and maintenance

ISO/TC 20/SC 16/WG 3

Operations and procedures

ISO/TC 20/SC 16/WG 4

UAS Traffic Management

ISO/TC 20/SC 16/WG 5

Testing and evaluation

ISO/TC 20/SC 16/WG 6

UAS subsystems
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Table 2-4 Working groups in SO/TC 20/SC 16

CEN - PREN 4709-Aerospace series - Unmanned Aircraft Systems

Part 001: Product requirements and verification
Part 002: Direct Remote identification

Part 003: Geo-awareness requirements

Part 004: Lighting requirements

2.8.2 National Standards
Spain - CTN 028/SC 02 "SISTEMAS AEREOS NO TRIPULADOS (UAS)"

2.9 Applicability

2.9.1 Relevant knowledge fields

2.9.2 Performance Indicators

2.9.3 Type of structure

2.9.4 Spatial scales addressed (whole structure vs specific asset elements)

2.9.5 Materials
2.10Available knowledge

2.10.1 Reference projects
. GIS-Based Infrastructure Management System for Optimized Response to Extreme Events
of Terrestrial Transport Networks - SAFEWAY. 2018 - 2022 | European Union | H2020-MG-
2016-2017 Ref. 769255-2

. Healthy and Efficient Routes In Massive Open-Data Based Smart Cities: Smart 3D
Modelling: HERMES-S3D. 2014 - 2016 | MINECO | Ref. TIN2013-46801-C4-4-R
. SITEGI project: Application of Geotechnologies to Infrastructure Management and

Inspection. 2011 - 2013 | Technology Centre for Industrial Development, CDTI.

2.10.2 Other
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APPENDIX A3.Optical and visual testing: Boroscopy and
Endoscopy

3.1 Goal(s)

3.1.1 Main objective

Optical and visual testing have been widely known in the diagnostics of civil engineer structures, since
methods are easily available and do not require large expenditures and effort in application. In literature
both methods are assigned mostly in category of non-destructive testing, however sometimes they fall
into destructive category, since in some particular cases there is a need of inducing minor damages in
case of difficult to reach areas (Mix, 2005).

However, historically, when developed technology and equipment was not existing - usefulness of this
methods was highly limited and not accurate. Especially due to high subjectivity and no possibility of
recording hardcopy documentation. Final analysis of the inspected damages or structures was highly
dependent on the operator., quality of tested object and optical instrument.

Nowadays there are available very advanced optical technologies and as a result borescope’s and
endoscope’s popularity has increased in diagnostics of bridge or tunnels as a routine operational
equipment. Currently assessment of the structure behaviour is also affected by the operator, however
the quality of imaging is much more developed, which simplifies the task.

Despite its advantages and disadvantages — both boroscopy and endoscopy cannot be used as a sole
method of verification and should be coupled with other non-destructive or destructive surveying
technologies in order to receive accurate answer on the structural behaviour and state of the

infrastructure.
3.2 Description

3.2.1 Functioning mode

Borescopes and endoscopes are devices used to inspect hard-to-reach, dark places. It can be the
inside of the profile or the engine compartment, elements of the vehicle suspension or an air
conditioning system. They allow the observation of very complex devices without the need to
disassemble. In case of civil engineering structures inspection this is also a main advantage of the
equipment allowing to test difficult to reach areas with no source of light or at night.
Endoscopes/videoscopes are a more advanced types of the borescope that has video and still image
recording capabilities. Main components of the borescope and endoscope are objective lens system,
relay lens system, eyepiece. The eyepiece determines the magnification. At the end of the tool there
are objective lens which works similarly to a camera lens. First image of the object is created at the
back of the lens and relay lens reform it along the length of the borescope or endoscope. The last set

of lenses produce the final image, which can be seen through the eyepiece. The magnification of the
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lens and eyepiece are determined by the manufacturer and is referred to magnification at a specific
distance and mathematically it is a logarithmic function. Modern equipment allows to have a complete
video processing system (closed-circuit television) with computerized video enhancement and high-
resolution display. Other important elements are — video output terminal (in case of endoscopes),
insertion tube, handle, remote control (e.g. brightness/center button, live/gain button, measurement

joystick or freeze button) (Mix, 2005) (International Atomic Energy Agency, 2002).

3.2.2 Types

Borescopes:

e rigid/half rigid borescopes — usually in diameter 4 to 19 mm with different types of light sources
(UV,VIS,LED); extendable versions available on the market as well — in that case the diameter can
vary between 9,5 mm up to 44 mm,

o flexible borescopes — diameter range from 3 mm to 10 mm,

e micro borescopes — usually in diameter of 1 mm to 3,5 mm.

e periscopes — for use in underwater or high/low pressure conditions.

Endoscopes:
e rigid endoscopes

¢ flexible endoscopes

The parameters are usually similar for borescopes and endoscopes, in both cases there is USB
interface and built-in memory of, for instance, 64Mb. The cable of the borescope or endoscope has
usually length of 1 m.

Technical specifications, availability and prices of different types of borescopes and endoscopes can
be found on the websites of the manufacturers as well with the operational manuals (AXIO MET, 2021)
(Olympus, 2021).

3.2.3 Process/event to be detected or monitored

By means of borescopes and endoscopes it is possible to detect and photograph abnormal sections
on the structural elements of the bridge or tunnel with cracks or deformations. Moreover it is possible
to detect areas affected by different types of corrosion or chemical attack. Typical defects observed on
the concrete structures can be found in Guidebook on non-destructive testing of concrete structures

(International Atomic Energy Agency, 2002).

3.2.4 Physical quantity to be measured (e.g. actions, displacements, deformations, dynamic
structural properties, material properties including mechanical, electrical and chemical
properties, relative displacements of the two sides of a crack, etc.).

No physical quantity is directly measured in case of boroscopy or endoscopy, however as stated in
section 1.3.3. it is possible to detect visible effects of the degradation processes occurring on structural

elements of the bridge or tunnel.
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3.2.5 Induced damage to the structure during the measurement

Inspection of concrete often require using a drill hole for inserting the structural inspection endoscope,
this method causes minor damage to the structure. Despite this, in most cases, both boroscopy and
endoscopy are non-destructive to the structure.

3.2.6 General characteristics
3.2.6.1 Measurement type (static or dynamic, local or global, short-term or continuous, etc.)

Inspection with borescopes and endoscopes is static and performed locally in a short-term conditions.
3.2.6.2 Measurement range

Not applicable.
3.2.6.3 Measurement accuracy

Depends on the magnification of the lens and adjustment of the camera to the inspected element or
area.

3.3 Background (evolution through the years)

Borescopes and endoscopes were primarily used in inspection of the pipes and tubing. Lenox
Instrument Company, was a pioneer in the development of borescopes for a various applications
around the world. First borescope for turbine rotor inspections was found in 1921. Lenox Instrument
Company supplied borescopes for inspecting hard to reach, often dark, locations. Applications included
power turbines, oil refinery piping, gas mains, soft drink tanks, and many other remote locations. After
1944 Lenox improved its borescope with radiation resistant optics and a swivel-joint eyepiece, which
permitted the operator to work from any angle. This newer instrument was also capable of considerable
bending to snake through the tubes in the reactor. Lenox supplied a total of three borescopes with
radiation resistant optics; they were the first optical instruments to be used in a nuclear environment.
(Lenox Instrument Company, 2021) (D. Mezyk, 2016). (Davis, 1998)

Endoscopes have mainly experienced four stages of development, from the initial rigid tube
endoscope, semi-flexed endoscope to fiber endoscope, and now electronic endoscope. With the
continuous improvement of the endoscope structure, the image quality is also undergoing a qualitative
leap. The original endoscope used candle light as the light source. Later, Edison invented the electric
light bulb, and the endoscope was changed to the light bulb as the light source. Today’s endoscopes
mainly use optical fibers or LED lights as light sources. Shenzhen Coantec Technology focuses on the
research of endoscopes. It has been carefully thinking about the choice of light source and the
improvement of image quality (The Nippon Communications Foundation, 2021). (Mezyk, 2010) (Davis,
1998)
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3.4 Performance

3.4.1 General points of attention and requirements
3.4.1.1 Design criteria and requirements for the design of the survey

Before the survey with use of the borescope or the endoscope there should be few issues considered
when performing an inspection. In the first place — what kind of defects could be present and in what
elements of the bridge or tunnel structure. Secondly — what would be the nature of the defect and if the
tested area is reachable by the operator without any risk. Regarding the equipment itself care should
be taken while use — LCD monitor should not be subjected to impact, pressure or scratching.

3.4.1.2 Procedures for defining layout of the survey

Details on general rules of the survey with visual testing can be found in norm EN 13018:2016 - Non-
destructive testing - Visual testing - General principles. Standard specify the general principles and
requirements for direct and remote testing and can be used as a guide, however it applies to the

determination of a product with specified requirements, so attention is required, and should not be
treated as an only source of information.

3.4.1.3 Design constraints (e.g. related to the measurement principles of the monitoring technologies)

Most important issue that shall be considered is the access to the tested element and if inspection will
not induce the risk for operator’s safety.

3.4.1.4 Sensibility of measurements to environmental conditions.

Measurement with borescope and endoscope is not influenced by environmental conditions.

3.4.2 Preparation
3.4.2.1 Procedures for calibration, initialisation, and post-installation verification

Adjustment of the equipment should be performed depending on the objective of the inspection. The
inspector should be trained and qualified. Details on the equipment adjustment can be found in
manufacturers manual (Olympus, 2021) (AXIO MET, 2021)

3.4.2.2 Procedures for estimating the component of measurement uncertainty resulting from
calibration of the data acquisition system (calibration uncertainty)

Not applicable.

3.4.2.3 Requirements for data acquisition depending on measured physical quantity (e.g. based on
the variation rate)

Not applicable.

3.4.3 Performance

3.4.3.1 Requirements and recommendations for maintenance during operation (in case of continuous
maintenance)

Not applicable for continuous maintenance. Details on the equipment use recommendations can be
found in manufacturers manuals (Olympus, 2021) (AXIO MET, 2021).

3.4.3.2 Criteria for the successive surveying campaigns for updating the sensors. The campaigns
include: (i) Georeferenced frame, i.e. the global location on the bridge; (ii) Alignment of sensor
data, relative alignment of the data collected in a surveying; (iii) Multi-temporal registration to
previous campaigns; and (iv) Diagnostics.

Not applicable.
3.4.4 Reporting
Report should include:

¢ identification of the equipment used,

Page | 4



IM-SAFE BB Associated with document Ref. Ares(2020)3731189 - 15/07/2020

e inspected area, element,

e scope of research,

o date of survey,

e photos and/or videos adequately labelled and described with date/hour/description of the place of

inspection and surrounding conditions.

3.4.5 Lifespan of the technology (if applied for continuous monitoring)
Boroscopy and endoscopy are not used in continuous monitoring.

3.5 Interpretation and validation of results

3.5.1 Expected output (Format, e.g. numbers in a .txt file)

Photos and videos collected on the memory card as jpg files etc.

3.5.2 Interpretation (e.g. each number of the file symbolizes the acceleration of a degree of
freedom in the bridge)

Visual evaluation based on the photos and videos recorded.

3.5.3 Validation
3.5.3.1 Specific methods used for validation of results depending on the technique

No specific guidelines available.
3.5.3.2 Quantification of the error

Not applicable.
3.5.3.3 Quantitative or qualitative evaluation

Boroscopy and endoscopy are used in qualitative evaluation.
3.5.4 Detection accuracy
Primarily depends on the resolution of camera and experience of the operator.

3.6 Advantages

¢ Recording directly on the memory card.
¢ Small diameter of the camera to pass through the tiniest holes.
e Various photo resolution settings and low cost.

e The durability guaranteed by stainless steel construction of the device.

3.7 Disadvantages

Experience of the operator required to properly understand observed issues.

3.8 Possibility of automatising the measurements

Live video inspections can now be viewed in real time from a computer, tablet or smartphone across

the room or around the world.
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3.9 Barriers

The main barrier in the survey includes the access to the tested areas for the operator, which can be

limited.

3.10Existing standards

EN 13018:2016 - Non-destructive testing - Visual testing - General principles.
ACI 201.1R, ACI 207.3R, ACI 224.1R, ACI 362R.

3.11 Applicability

3.11.1 Relevant knowledge fields

e Construction diagnostics,

e Construction appraisal,

¢ Design studies of facilities subjected to dynamic loads,

e Technical expertise regarding assessment of impact of vibrations on buildings,

¢ Analysis of the reliability of shell structures.

3.11.2 Performance Indicators

Relate the surveying technology being studied with Pls from WP3, provided in the document of the
TU1406 COST ACTION.

e cracks,

e holes,

e deformation,

e oObstruction/impeding,

e rupture.

3.11.3 Type of structure

e bridges,

e tunnels,

e walls,

¢ buildings,
e viaducts,

e marine hydrotechnical structures,
¢ lining of tunnels and mining shafts,

e foundations.

3.11.4 Spatial scales addressed (whole structure vs specific asset elements)

Boroscopy and Endoscopy can be used to inspect specific elements of bridges or tunnels which are
primarily subjected to corrosion risk and mechanical damages and accessible for the operator.
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3.11.5 Materials

concrete,

steel,

composites,

polymers,

ceramics.

3.12 Available knowledge

3.12.1 Reference projects
No reference projects.

3.12.2 Other

Examples of application of borescopes and endoscopes in real case studies:

- Assessment of the technical condition of selected buildings on the premises of PGE GIEK S.A.
Turéw Power Plant Branch, Poland; (PGE, 2021)

- Assessment of the technical condition along with material tests of the structural elements of the
Electrolytic Baths Hall on the area of KGHM Polska Miedz S.A., Poland;

- Technical expertise of the steel supporting structure of the hall with a cubature in Lazy, Poland.

Borescope Inspection Training and Certification
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APPENDIX A4.Fibre Optic Sensors (FOS)

4.1 Goal(s)

4.1.1 Main objective

One of the relatively new technologies that have found many applications in different industries,
including civil engineering, is the sensing with use of fibre optics. It is quite a new tool for the
assessment of the structural integrity or performance of civil structures such as bridges or tunnels in
comparison with the techniques present in European Union standards. However with a great
perspective in long-term monitoring and remote control of the condition of facilities. FOS technology
allows to measure the bridge/tunnel performance under traffic loads and store the information globally
with expanding modern data storage solutions. At the moment it is still not widely used as a diagnostic
tool across the European Union for maintenance of the existing civil structures (A. Grosso, 2001).

It is worth mentioning that FOS can be also useful in situations, where there is a need for control of the
surrounding civil engineering structures in the vicinity of the construction site. In such a case it is
possible to control the impact of the construction works/vibrations on the existing civil structures and

therefore prevent serious accidents (Rafat Sienko, 2016).
4.2 Description

4.2.1 Functioning mode

The light source (an LED) transmits the light beam down the fibre optic cable by repeatedly reflecting
the light off the boundary between the fibre core and its sheath. When it reaches the end of the fibre
the light is dispersed at the end. When the light is dispersed it spreads out and forms a beam much
like that of other sensors.

The first element that must be considered in the system for FOS monitoring is the optical fibre used as
sensor adjusted to be sensitive to their state and environment. Standard optic fibre is made of silica
and can transmit light with very high efficiency over long distances. Considered technology used with
fibre optics there are following functioning modes:

e Fabry-Perot Interferometers — point sensors, a single measurement point at the end of the fibre
optic connection cable, similarly to most electrical sensors;

¢ Low-Coherence Interferometers — long base sensors, sensors integrate the measurement over
a long measurement base, known as long-gage sensors;

e Fibre Bragg Grating sensors — quasi distributed sensors, microstructure of Bragg Grating
causes periodic changes in the refractive index of the laser beam. As light travels along the
fibre, the Bragg grating reflects a very narrow range of wavelengths. All other wavelengths pass
through the mesh. The centre of the band of reflected wavelengths is known as the Bragg
wavelength. Due to the deformation of the structure, the wavelength is modified due to the
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physical stretching or compression of the optical fibre. This change causes a wavelength shift
which is then detected and recorded by the interrogator or optical data acquisition system.

¢ Distributed Raman/Brillouin Scattering sensors — sensing at any point along a single fibre line,

typically every meter over many kilometres of length (Samuel Vurpillot, 1996) (Jose Luis

Santos, 2015) (Romaniuk, 2001).

The physical quantity measured by optic fibre is changed into modulation of the light wave. In general,
the studied physical quantities can influence the light wave in a different way — externally in the
measurement chamber or directly, internally through the fibre optic structure. Depending on the type
of modulation of the light wave parameter there are different categories of the sensors such as:

e sensors with wave intensity modulation,

e sensors with wavelength modulation — with Bragg grating to measure temperature changes,

deformation, acceleration, inclination,
¢ sensors with light wave phase modulation — interferometers and fibre optic gyroscopes

e sensors with wave polarization modulation

Details on the mechanisms for the selected functioning mode can be found in (Glisic, 2000)
(H.Hartog, 2017) (Udd, 2006) (Measures, 2001) (David Krohn, 2014) (Alexis Mendez, 2012).

4.2.2 Types
The fibre optics are small and can be mounted in places where other sensors could not fit. Fibre optic
sensor heads can be used in areas that standard sensors are unable to operate, for instance hazardous
areas. This is because no electric current flows through them. This also means they are totally
unaffected by electrical noise (provided the amplifier is suitably positioned). By using glass fibres
instead of plastic they can be used in areas of up to 350°C.
There are different classifications of the sensoring technology with fibre optic sensors. Itis
worth to start with types of heads of the sensors available on the market:

e standard cylindrical shape

e sqguare shape

e miniature shape

¢ long distance shape

Taking into account number of fibres used can be divided into:

e Single-mode optical fibres, which are used especially in telecommunication, in this case, the
diameter is typically from 5 to 10 um, depending on the light wavelength that is designed for
(Measures, 2001)

¢ Multi-mode optical fibres, which are used mostly in the medical field, and the diameter core up
above 100 um (Measures, 2001)
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Due to mounting location of the optic fibres:
e Intrinsic sensors

e Extrinsic sensors

In civil engineering structures monitoring there are used single-mode extrinsic sensors for

measurements of relative displacement, deformation, pressure, stress load.

4.2.3 Process/event to be detected or monitored

Due to the deformation of the structure, the wavelength is modified because of physical stretching or
compression of the optical fibre. This change causes a wavelength shift which is then detected and
recorded by the interrogator or optical data acquisition system.

Inspection of stresses and deformation inside a reinforced concrete structure. Strain and crack analysis

— distribution of the measured quantity along a given line.

4.2.4 Physical quantity to be measured (e.g. actions, displacements, deformations, dynamic
structural properties, material properties including mechanical, electrical and chemical
properties, relative displacements of the two sides of a crack, etc.).

¢ Depending on the application and used type of optical fibre sensor it is possible to
measure: Strain

e Deformation

e Temperature

e Vibration

e Pressure

e Acceleration

e |nclination

4.2.5 Induced damage to the structure during the measurement
No damage induced to the structure. For bridge monitoring sensors are mounted on the surfaces

without interference in the structure integrity.

4.2.6 General characteristics

4.2.6.1 Measurement type (static or dynamic, local or global, short-term or continuous, etc.)
Depending on the technology used there is possibility to measure selected parameters dynamically in
local variations or globally for the whole structures if proper sensors arrangement is implemented.

Depending on the type of the sensoring technology there are different possibilities:

e for Fabry Perot Interferometers (FISO) — local measurements of temperature, strain or

displacement in long-term adjustment,
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for Low-Coherence Interferometers (SOFO) — global and continuous measurements of the

concrete and geotechnical structures, also working as references,

for Fibre Bragg Grating Sensors (FBG) — geometrically continuous measurements in long-term

adjustment,

for Distributed Raman Scattering Sensors — local average temperature for fibre lengths up to
ten of kilometres — detection of hold/cold points, leaks etc.

for Distributed Brillouin Scattering Sensors — possibility to measure distributed strain in contrary
to Raman Scattering sensors and therefore detection of cracks, movements, deformations,

settlements

4.2.6.2 Measurement range

Measurement path of deformation for each sensor can be varying from 1 to 2 m path.

On the market there are available various types of fibre optic sensors heads and amplifiers. As an

example below are presented some measurement ranges for different sensors given by the producers
and available on their websites (KEYENCE, 2021) (NERVE-SENSORS, 2021):

displacement sensor for monitoring applications (HBM), suitable for bridge piles, sustaining
walls and whole buildings) has a following specification: measurement range +/- 40 mm,

resolution of 20 um,

static and dynamic strain sensor for structural health monitoring applications (HBM), with range
of strain measured between +/- 2500, +/- 5000 +/- 20000 um/m, resistant to temperature up to
100°C,

temperature sensor (HBM), (e.g. weldable for metallic structures, for laboratory use etc.) with

measurement range between -20°C to 80°C, with aramid cables for difficult environments,

fibre optic piezometer for pressure measurement (Roctest) with range from 200 to 7000 kPa
and resolution up to 0,0025%.

fibre optic strain sensors (NERVE-SENSOR) — for strain and crack measurements — strain

measurement range - 4% and resolution up to 1,0 pe.

4.2.6.3 Measurement accuracy

Details with different technical specifications of the fibre optic sensors can be found in product

brochures of manufacturers. As an example:

For displacement sensors, depending on the producer measurement accuracy is on the level

of 0,1% and resolution of 0,002 mm (Roctest)
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e Fortemperature sensors as well accuracy vary on the producer, typically on the level of 0,1 °C
(Roctest)

e For piezometric sensors Roctest) accuracy is usually on the level 0,1% with resolution 0,025%.

4.3 Background (evolution through the years)

Fibre Optic Sensoring technology would not exist without the finding and description of the
phenomenon of propagation of the light in water in 1870 made by John Tyndall (Lukasz Bednarski,
2015). In ten years from that discovery there was a patent released by William Wheeling, where fibre
optics supposed to be used as a source of light inside the buildings, however did not replace the Edison
bulb for economic reasons. High development of the technology has started after 1950s, since a lot of
new scientific papers has been released at that time, describing the phenomena in details. For the first
time the concept called optic fibre cable has been used by Brian O’'Brien and Narinder Kapany,
however their research was focused on the application of optic fibres in endoscopy for human body
investigation (Measures, 2001). In the beginning the technology were designed mostly for very simple

types of sensors such as card readers for computers and then rapidly developed (David Krohn, 2014).

Further development of the fibre optic sensors focused on different types of measurements and by now
the technology is quite universal for various detections — strains, structural deformations, vibration,

pressure, temperature, frequencies (Measures, 2001) (Lukasz Bednarski, 2015).

The first optical fibres had attenuation at the level up to 100 dB/km. Recent optical fibres have a high

purity of glass material and their attenuation is very low at the level under 0.2 dB/km.

In past decades various devices, including fibre optic gyroscopes; sensors of temperature, pressure

and vibration have been under the development of FOS technology. (H.Hartog, 2017).
4.4 Performance

4.4.1 General points of attention and requirements

4.4.1.1 Design criteria and requirements for the design of the survey

Used optic fibres should be dedicated for the measurements on long measuring distances in difficult
operating conditions. In places where sensors will be mounted it is necessary to remove the paint

covers and to clean the surface. After placement of sensors — epoxy paint is applied for safety.

4.4.1.2 Procedures for defining layout of the survey
There are no uniform guidelines specifying the layout of the survey for fibre optic sensors methodology,

however there are few issues that have to be considered:
Design of the survey should be preceded by following considerations:

e determination of the measured quantities,
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¢ |ocalization of the measurement points, arrangement of the sensors,
o frequency of the measurement (depending on the technology),

¢ limit levels for the measured physical quantities, the exceeding of which requires a decision

making process,
e choice of the technique — types of sensors, installation method,
e desired accuracy,

e data analysis methods to be included and theoretical models if necessary.

4.4.1.3 Design constraints (e.g. related to the measurement principles of the monitoring
technologies)

For different applications with use of fibre optic sensors special attention is required: in outdoor use,
potential chemical contamination and environmental conditions that will be having major influence on
the system performance during service life. In applications of fibre optic sensors such as nuclear energy
control systems, railroad systems, aviation systems there should be taken into account safety and/or
government regulations additionally. The risk should be assessed before implementation of the system

in order to avoid any serious injuries and accidents.

Regarding the sensor itself and arrangement of the arrays in real cases, clearly varying on the producer
specification, there are few key points that should be considered when mounting the monitoring system,

such as:

o amplifier cable should be separated from power lines and high voltage lines — otherwise if they
are placed in the same conduit, detection error will occur from the noise interference or the

sensors will be damaged
e sensitivity setting may fluctuate and units can heat up if incorrectly wired
¢ direct lightening should be avoided

e sensors should not be used in atmosphere where inflammable gas, powder, liquid is present

since they are not explosion-proof

¢ when several units are connected the ambient temperature should be confirmed; depending on
the number of units the range is different for instance in case of 3-10 units it is as follows: -10°C
— +50°C, while for more than 10 units - -10°C — +45°C (KEYENCE, 2021)

4.4.1.4 Sensibility of measurements to environmental conditions
Fibre Optic Sensors are insensitive to humidity, corrosion, vibration and electromagnetic fields.

Variation on the data graph during the measurement can result from thermal elongation of the bridge,
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change of the temperature and drying shrinkage. However those influences are controlled by the

monitoring systems (D. Inaudi, 1999).

4.4.2 Preparation

4.4.2.1 Procedures for calibration, initialisation, and post-installation verification

Depending on the manufacturer there can be some modifications to the calibration process and
initialisation setup, which also depends on the software utilized. Due to this variations in this section
there will be described briefly some examples of the sensitivity calibration procedures given by the
manufacturer (KEYENCE, 2021) on its website:

e 2 —point calibration — setting value established by pressing the set button on the amplifier when
the object to detect is present and once when | absent. The setting value is set to the middle of

the values between both of this measurements,

¢ Maximum sensitivity calibration - method suitable when the received light intensity is expected
to be reduced by dirt, the setting value is set slightly higher than the received light intensity
when the setting was executed,

e Full Auto Calibration — the sensitivity is set automatically using a moving object. The setting
value is determined as the middle value between the maximum and minimum received light

intensity received while holding down the set button,

e Positioning Calibration — used when precise position detection is needed and in this case

center of the projecting beams must align with the center of the object.

Calibration point (step 1)
v/
Setting value

60.0 100.0

100.0

= 60.0

200 Cﬁg — —

Calibration point (step 2)

Figure 4.1 — Sensitivity Calibration

4.4.2.2 Procedures for estimating the component of measurement uncertainty resulting from
calibration of the data acquisition system (calibration uncertainty)

Calibration and measurement themselves introduce a certain amount of variability and randomness
that can affect the conclusions drawn. This randomness in measured variables can be quantified by
their probability density functions. In order to find the density function of continuously measured data,

the so-called evaluation strategy (or genetic algorithms) may be applied (A. Grosso, 2001)
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4.4.2.3 Requirements for data acquisition depending on measured physical quantity (e.g. based on
the variation rate)

No specific guidelines available.

4.4.3 Performance

4.4.3.1 Requirements and recommendations for maintenance during operation (in case of
continuous maintenance)

During the service life of the monitoring system, except the regular control of the operational
parameters and registered signals, generally performance diagnostics there are some remarks, usually

given by the producer on how to prolong the service life minimizing the risk of failures:

e stray light should be avoided, which makes the sensor works incorrectly and the sensitivity will
be influenced, basically this should be considered as well when deciding on the types of sensors

selected in the first place,

¢ any dirt, dust should be repeatedly removed from the surface of the sensor since the sensitivity
will be as well changed due to its presence, however for some types of the sensors there are
mechanisms which automatically correct the sensitivity and maintain at fixed ratio when sensor

detecting surface has become dirty,

e workpiece colour variation should be avoided, since this changes influence the ability to obtain
the expected light intensity — sensitivity should be adjusted that the output is on the presence
of the colour with the lowest reflectance,

e regular calibration should be performed.

4.4.4 Reporting

Reporting and visualization of the data is done automatically in the software given by the producer.
Depending on the manufacturers the layout can be different and adjusted for specific purpose. Always
there are present information such as date and hour, localization of the measurement points on the
bridge for example, recorded values and statistical analysis. However, the final output depends on the

settings of the end user.

4.4.5 Lifespan of the technology (if applied for continuous monitoring)

The lifespan of the systems with sensors is characterized as the minimum length of time over which
the sensor will operate, either continuously or over a number of cycles without changing performance
characteristics beyond specified tolerances. The continuous measurement system with fibre optic
sensors has a high durability - over 30 years. For telecommunication applications for instance the
service life of the fibre optic is greater than 20 years without any failure. It is important to know that
environment can greatly influence the expected service life of the optic fibres, especially when the
coating is damaged and the fibres are subjected to moisture. Inspection of the coating has to be carried

out in different intervals especially in the places where there are various and changing climatic
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conditions to ensure their performance for long period of time. Also stress load applied to the fibres

during their service life is highly influencing the lifespan of the technology itself. (Measures, 2001).
(Fidanboylu, 2009) (Samuel Vurpillot, 1996).

4.5 Interpretation and validation of results

4.5.1 Expected output (Format, e.g. numbers in a .txt file)

Raw data registered in the software depending on the measured physical quantities defined by the

operator/end user (for example temperatures/frequencies measured in different channels), which can

be exported to csv/Excel file:

A B

id R2_CHOO1_f
29246 1918.4410
29247 1916.0840
29248 1914.6340
29249 1918.5750
29258 1914.6420
29259 1910.5460
29260 1917.2910
29261 1917.7310
29262 1914.4860
29263 1916.8860
29264 1914.8980
29265 1917.5210
29266 1915.6850
29267 1918.4920
29268 1915.8930
29269 1916.4710
29270 1917.0020
29271 1916.2170
29272 1917.0660
29273 1917.3090
29274 1309.8440
29275 1916.8500
29276 1914.2340
29277 1916.3290
29278 1915.5770
29279 1908.2150

&

R2_CHO01_T
-3.6260
-3.6630
-3.6740
-3.6710
-3.6440
-3.7800
-3.6800
-3.8030
-3.7170
-3.7310
-3.7820
-3.8940
-4.0040
-4.0320
-4.1540
-4.0760
-4.0200
-4.2730
-4.2980
-4.3440
-4.5210
-4.6100
-4.6190
-4.5520
-4.6690
-4.6760

D

R2_CHO02_f
2112.9010
2116.2600
2119.6350
2111.7340
2117.5690
2127.0680
2114.7150
2115.4510
2116.5890
2115.6930
2125.1950
2115.5680
2118.0370
2115.3950
2115.7380
2115.2350
2115.5240
2116.1670
2113.3200
2116.1520
2126.6140
2116.9680
2119.8650
2117.0570
2119.2230
2126.3610

E

R2_CHO02_T

-3.6750
-3.7170
-3.7340
-3.7370
-3.7080
-3.8450
-3.7600
-3.8720
-3.7930
-3.7390
-3.8750
-3.9750
-4.0640
-4.0950
-4.2340
-4.1660
-4.0770
-4.3450
-4.3670
-4.4340
-4.6550
-4.6970
-4.7240
-4.6360
-4.7370
-4.7450

F

R2_CHO03_f
1853.9090
1848.0440
1842.4940
1852.9840
1850.0820
1854.4480
1850.2620
18515090
1848.5810
1846.7460
1832.2980
1848.8330
1846.4220
1848.1720
1846.7800
1851.3230
1850.2310
1848.2830
1856.7980
1847.7440
1837.0090
1848.5700
1842.8390
1847.1820
1845.6830
1852.4920

G

R2_CHO03_T

-3.7310
-3.7810
-3.7670
-3.7740
-3.7440
-3.9070
-3.7730
-3.9250
-3.8330
-3.8310
-3.9110
-4.0170
-4.1390
-4.1750
-4.2900
-4.1810
-4.1190
-4.4100
-4.4200
-4.4730
-4.6650
-4.7240
-4.7590
-4.6670
-4.7800
-4.8040

H

R2_CHOO4_f  12_CHO04_
-3.6820
-3.7240
-3.7200
-3.7300
-3.6980
-3.8310
-3.7320
-3.8770
-3.7730
-3.7920
-3.8640
-3.9550
-4.0420
-4.0920
-4.2180
-4.1120
-4.0710
-4.3120
-4.3160
-4.4270
-4.6090
-4.6640
-4.6940
-4.6090
-4.6990
-4.7220

2027.8460
2029.2770
2034.0830
2030.8170
2028.0950
2021.9180
2030.2370
2023.3350
2029.1840
2030.9050
2036.2150
2030.0940
2031.2530
2031.0650
2030.3250
2029.0940
2030.3970
2025.1340
2023.4660
2031.0670
2026.6530
2030.4280
2033.6540
2030.3200
2030.9090
2022.7060

J K
date device_id
2021-12-07 12:45 246
2021-12-07 13:00 246
2021-12-07 13:15 246
2021-12-07 13:30 246
2021-12-07 13:45 246
2021-12-07 14:00 246
2021-12-07 14:15 246
2021-12-07 14:30 246
2021-12-07 14:45 246
2021-12-07 15:00 246
2021-12-0713:15 246
2021-12-07 15:30 246
2021-12-07 15:45 246
2021-12-07 16:00 246
2021-12-07 16:15 246
2021-12-07 16:30 246
2021-12-07 16:45 246
2021-12-07 17:00 246
2021-12-07 17:15 246
2021-12-07 17:30 246
2021-12-07 17:45 246
2021-12-07 18:00 246
2021-12-07 18:15 246
2021-12-07 18:30 246
2021-12-07 18:45 246
2021-12-07 15:00 246

Figure 4.2 — Exported table with raw data after one day cycle of measurement on the bridge

L

notes_num

000 0000000000000 0000000000

4.5.2 Interpretation (e.g. each number of the file symbolizes the acceleration of a degree of
freedom in the bridge)

As a result of deformation, the length of the optical fibre changes, and thus the distance between local

defects of the structure changes. The appearance of the dissipation profile before and after mechanical

stress are compared with each other. On this basis, the distribution of mechanical deformations is

determined.

Raw data are cleaned and processed automatically in the software and there are presented

statistic/graphs/ abnormal signal information about the measured quantities, depending on the settings

of the user. For example — when deformation and temperature on the bridge is registered in real-time,

after automatic data analysis, there can be presented graphical dependence of the deformation in pe

and temperature in °C in time for different measurement locations on the bridge, as below:
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— 51N —51L —31IT
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Figure 4.3
Figure 4.4 — Processed data at one measurement point on the South part of the investigated bridge
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-240 |56
-280 H 77
-320 L 73
-360 -84
-400 I | -9
021-12-07 1353 2021-12-07 21:53 2021-12-08 05:53 2021-12-08 13

Figure 4.5 — Processed data at one measurement point on the North part of investigated bridge

4.5.3 Validation

4.5.3.1 Specific methods used for validation of results depending on the technique

The methods for validation can be varying depending on the theoretical model assumptions. Typically
to verify and assess the effectiveness of the monitoring system it is necessary to compare the
measured data with calculated data. For this case Finite Element Model of the monitored structure
based on a linear or non-linear approach. However it is only an example, there are different numerical
methods that can be used, model should be adjusted for the purpose or theoretical background (Andrea
del Grosso, 2001) (Mei, 2018).
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4.5.3.2 Quantification of the error

Error quantification methodology should be given by the producer of monitoring system of the software
for measured data. Usually the software enable to automatically perform the error calculation and
statistical analysis within ensemble of data. (Mei, 2018)

4.5.3.3 Quantitative or qualitative evaluation
With use of different types of fibre optic sensors technologies it is possible to perform both quantitative

and qualitative evaluation.

4.5.4 Detection accuracy

Examples of the accuracy of the fibre optic sensors available on the market:

e Sensors for detection of the non-conductive liquids — fluid level can be detected accurately up
to 1 mm (BAUMER, 2021),

e Sensors for temperature measurements — detection between -50°C to 100°C and resolution
0,02 to 0,05°C of range,

e Sensors for pressure measurements — detection in range 10, 20, 100 bar, maximum pressure
— 150% of range and resolution 0,001 to 0,002% of range. Sensitivity: 450 up to 3000 pm/ZP
(SmartFibres),

e Sensors for strain measurements — pstrain range - £9, sensitivity pm/pustrain -1,2, resolution 0,4
(EC Test System),

e Sensors for vibration measurements — bandwith 0- 1000 Hz or 0-350 Hz (SmartFibres),

e Sensors for deformations measurements —1,5% for compressing to +1,5% for stretching of

measurement range DiTeSt SMARTube).
e Sensors for displacement measurements -
4.6 Advantages

¢ Possibility of continuous measurement along the length of the monofilament, and therefore also

along the length of the structural element to which the fibre has been attached;
o Allows replacement of plenty of traditional sensors with one single optical fibre;
e Longer lifetime compared to conventional resistance strain sensors;
e Long-term signal stability under unfavorable conditions;
e Possibility of placing several sensors on the same fibre;

¢ Resistance to interference;
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e Cost of the measurement system is relatively low, easy to install, highly sensitive, compact in

size.

4.7 Disadvantages

Optical fibres are fragile and prone to damage during use. Care should be taken while use.

4.8 Possibility of automatiing the measurements

Remote server includes the software for data analysis, results presentation and automatic alerting.
Manufacturers offer sensors compatible with different open networks for advanced traceability, and
maintenance. Different networks are available EtherNet/IPtm , DeviceNet, PROFIBUS, EtherCAT, CC-
Link. Advanced visualisation and analysis can be performed with real-time data transferred over 10-
link. (KEYENCE, 2021).

Actual developments on FOS systems consist of use of new materials to produce fibre optic sensors,
such as hybrid sol-gel materials and development to simultaneously monitor moisture, pH, chloride
ions, alkali-silica reactions in concrete (R. B. Figuera, 2021) (T. H. Nguyen, 2014).

4.9 Barriers

Technical problems such as adhesion between the measuring fibre and the surrounding medium.

Problems with installation of thin optical fibres into the analysed medium.

4.10Existing standards

EN IEC 61757-1-1:2020-12 - FIBRE OPTIC SENSORS - PART 1-1: STRAIN MEASUREMENT -
STRAIN SENSORS BASED ON FIBRE BRAGG GRATINGS

4.11 Applicability

4.11.1 Relevant knowledge fields
Civil engineering:

e smart structures, where sensors are used to detect vibration, temperature, and stress, detection
of anomalies of electromagnetic fields in power distribution systems, leak detection,
temperature and stress monitors, gripping mechanisms, and other applications in industrial
manipulators and mobile robots, multi-point measurement systems of one quantity and

measurement systems of several quantities at different measurement points.
Energetics:
e wind turbines, pipelines, nuclear reactors, generators inspection
Marine Transportation:
e cabins, decks inspection

Aviation:
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° composite structures

e wind tunnels
Internal Security:
e security gate monitoring.

Other applications can be found in - (Udd, 2006) (David Krohn, 2014) (Fidanboylu, 2009).

4.11.2 Performance Indicators
Relate the surveying technology being studied with Pls from WP3, provided in the document of the
TU1406 COST ACTION.

e cracks
e rupture
e holes

e wire break

e loss of section

o displacement

e deformation

e obstruction/impeding

e stirrup rupture

o deteriorated mortar joints
e tensioning force deficiency
e delamination

¢ debonding

4.11.3 Type of structure

e bridges,
e tunnels.

4.11.4 Spatial scales addressed (whole structure vs specific asset elements)
Suitable for specific elements such as cross brace on the bridge or whole reinforced concrete

structures.

4.11.5 Materials

e concrete,
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reinforced concrete,
composites,
steel,

wood.

4.12 Available knowledge

4.12.1 Reference projects

SUSTAINABLE BRIDGES - Assessment for future traffic demands and longer lives.
Com-Bridge” (program DEMONSTRATOR+)

ISTIMES - Integrated System Transport Infrastructure surveillance and Monitoring by
Electromagnetic Sensing, WP4: Sensing Technology.

4.12.2 Other
Examples of the application of monitoring systems with the use of fibre optic sensors:

Design of diaphragm walls made of fibreglass concrete, Poland (SHM SYSTEMS, 2021),
Laboratorial intelligent bridge system made of polymer composites (OptiDeck project), Poland
(Narodowe Centurm Badan i Rozwoju, Politechnika Rzeszowska, , 2021),

Monitoring of a bridge over the Vistula in Putawy, Poland (J. Biliszczuk, 2009)

Monitoring of a composite bridge in Nowa Wie$ near Rzeszéw, Poland (SHM SYSTEMS, 2021),
Monitoring of the two composite bridges located along public roads in Podkarpacie constructed
within project “Com-Bridge” (program DEMONSTRATOR+),

Monitoring of a composite footbridge in Nowy Sgcz, Poland (SHM SYSTEMS, 2021),
Monitoring of the Redzinski bridge in Wroctaw, Poland (W. Barcik, 2012),

Monitoring of a pedestrian bridge over the river Maly Dunaj in Bratislava, Slovakia,

Steel bridges monitoring: “Przemyska Gate” in Przemysl and Tadeusz Mazowiecki bridge in
Rzeszow, Poland,

Measurements on the concrete road bridges in Naples and Potenza, in Italy,

Monitoring in the Venoge bridge with sensors covered with polyimide coated fibres,

Manufacturers websites:

EC Test Systems

Omron Electronics

Roctest
HBM FibreSensing

SHM Systems
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e LiComm — amplifiers, analog optical transceivers

¢ MicronOptics
e NPPhotonics
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APPENDIX A5. Ground Penetrating Radar (GPR)

5.1 Goal(s)

5.1.1 Main objective

GPR is a geophysical method that allows for the analysis of the propagation capacity of
electromagnetic waves through media with different dielectric constants. This is a non-destructive
testing technique widely used in the inspection of masonry and concrete bridges; thus, previously
unknown information about the internal condition of structures can be provided, such as material
zoning, thicknesses, corrosion, moisture content, etc.

A detailed description of the methodology along with a deep theoretical background can be found in
(Annan, 2003) (Daniels , 2004) (Jol, 2009).

5.2 Description

5.2.1 Functioning mode
A transmitting antenna emits an electromagnetic signal into the ground, which is partly reflected at the
interface between two different media with sufficient dielectric contrast and partly transmitted into
deeper layers. Then, the reflections produced are recorded from the receiving antenna, which is either
in a separate antenna box or in the same antenna box as the transmitter. The strength (amplitude) of
the reflected fields is proportional to the change in the magnitude of the dielectric constant. If the time
required to propagate to a reflector and back is measured, and the velocity of the signal propagation
in the medium is known, the depth of the reflector can therefore be determined.
GPR applications in structures and infrastructures depend highly on the characteristics of the studied
elements and on the problems that must be studied. Radar data can be acquired with a single antenna
or with an array of antennas moved on the surface of the medium. The first case is usual in narrow and
small zones or in inaccessible areas for large equipment (walls, columns, etc.), while the second one
is used in wide areas without obstacles (during road/pavement inspections). GPR data is also used in
boreholes with antennas designed for this purpose. The study of walls or small size construction
elements is sometimes done with transillumination and radar tomography, but in the majority of the
cases the results are provided as depth slides and pseudo 3D models.
The different GPR data acquisition modes (Figure 5.1) are briefly described:

¢ Common-Offset Mode
The most prevalent data acquisition methodology is Common-Offset (CO), also called single-fold or
single-offset. This is the common reflection mode, the simplest and fastest way of acquiring data with
a GPR system. Using the CO mode, one or two antennas are moved by keeping constant the distance
between transmitter and receiver. Generally, survey lines should be designed to run perpendicular to

the preferred strike direction of the features under investigation. Regarding the polarization of the
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antennas, they should be Bow-tie and Vivaldi antennas with linear polarization (most commonly
perpendicular to the direction of data collection).

e 3D Common-Offset Mode
In some GPR surveys, particularly in wide areas, the CO procedure is repeated at regular intervals and
for a number of survey lines, which are usually located parallel to each other. Using 3D CO, more
realistic images of the underground space are provided, which allows not only for the location, but also
for the reconstruction of buried structures. These 3D images (or time-slices) provide accurate and
intuitive display of the underground distribution, and appropriate spatial correlations between reflectors
in depth.

e Common-Mid-Point Mode
In the CMP configuration, also known Multi-Offset, multifold or wide-aperture, the separation between
transmitter and receiver increases at each survey location. Both the transmitting and receiving
antennas are moved apart about a common fixed center point along the survey line at a constant step.
The antenna spacing is varied at a fixed location and the change of the two-way travel time of the
electromagnetic wave from the reflectors is measured. The CMP mode can be used to calculate the
velocity of propagation.

e Transillumination Mode
Another possible survey mode is the transillumination (more commonly known as borehole radar) used
for borehole and tomography studies. Employing this mode, the transmitting antenna is kept stable at
a fixed location while the receiving antenna is moved along a survey line in constant step intervals.
While in the CO mode the reflected signal is received, the CDP mode receives the direct wave
produced.
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Figure 5.1. GPR data acquisition modes: (a) Common-Offset mode, (b) Common-Mid-Point (CMP) mode and
(c) Transillumination mode (Solla, Lorenzo, & Pérez-Gracia, 2016).

5.2.2 Types

There are GPR systems operating in the frequency and in the time domain. However, their principles
are not different, only differ the approaches of capturing wide band transient signals.

In the time domain, all the frequencies are emitted at the same time to give pulses. The signal capture
uses synchronous detection of the signals. Common names for time domain GPR systems are: impulse
and UWB (Ultra-Wide Band) impulse radars. UWB impulse radar systems transmit signals across a
wider frequency (wide band signals) than conventional systems.

In the frequency domain, the signals are emitted as a sinusoidal wave. Common names for frequency
domain systems are FMCW (Frequency-Modulated Continuous Wave) and SFCW (Step-Frequency
Continuous Wave) radars. They provide wide bandwidth and their operating frequency can change
during the measurement.

There are several GPR manufacturers and commercial equipment available, and some experimental
prototypes also exist. Different GPR systems have different capabilities according to the type of
antennas and their frequency, which affect the operating speed, the resolution, the penetration and the
sampling rate (Pajewski, Fontul, & Solla, Ground-penetrating radar for the evaluation and monitoring
of transport infrastructures, 2019). The frequency and depth of penetration are related, with higher
frequency pulses achieving lower penetration, but better resolution. Impulse GPR systems are the most
widely used, with two main groups of GPR antennas, dipole and horn antennas, and with frequencies
nowadays ranging from 10 MHz to 6 GHz. Currently, the most commonly used technology is the time-
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domain impulse radar. Additionally, several investigations point to the step-frequency radar as a
potential technology for broad resolution range, although these systems do not allow real-time
visualization of data during acquisition.

e GPR with horn antennas
GPR horn antennas were specifically designed for use in transport infrastructures evaluation, since
they can operate at traffic speeds. In the last ten years, this type of equipment has evolved from
prototype status to routine use in pavement evaluation studies.
Horn antennas have frequencies ranging from 1 to 2.5 GHz, corresponding to penetration depths in
the order of 1 m to 0.4 m, respectively. The minimum layer thickness that can be detected is about 50
mm, for 1 GHz antennas and 25 mm, for the higher frequencies.
The antennas are “air-coupled”, and normally they work mounted on a mobile vehicle and are
suspended at a certain distance from the surface, typically ranging from 0.4 to 0.6 m. They perform
measurements at traffic speeds (up to 80-120 km/h) without any interference with traffic, and therefore
they are suitable for the evaluation of in-service pavements and bridge decks without major disturbance
to road users.

¢ GPR with dipole antennas
Dipole antennas were primarily developed for use in geological survey, normally ground-coupled. They
have frequencies ranging between 10 MHz and 6 GHz. For transport infrastructure applications, the
best results are obtained with antennas from 400 MHz to 2.5 GHz central frequency. In general, the
higher the frequency, the lower the penetration depth and the higher the resolution is. For example,
1.5 GHz dipole antennas will give a penetration depth of 0.50 m, while the 400 MHz will give a
penetration of 2.00 m. Figure 5.2 illustrates the simplified GPR-antenna footprint for bistatic dipole
antennas.
Dipole antennas were mainly developed for use in contact with the surface, or suspended just above
it (2-5 cm), and they are suitable for testing at maximum speeds of 20-30 km/h. In this condition, the
radar signal is “ground-coupled”. Ground coupling introduces a stronger signal into the pavement, and
therefore these antennas are normally employed for detailed studies over limited areas, as they allow

one to obtain higher resolution.
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Figure 5.2. Simplified GPR-antenna footprint (Fresnel zone) for bistatic dipole antennas.

¢ GPR with antennas array multi-channel
GPR array multi-channel systems consist of a large number of closely-spaced antennas recording at
the same time. Different multi-channel prototypes have recently been provided with different
configurations, and they can include both air- and ground-coupled antennas. Commonly, such multi-
static systems are composed of 4—16 couples of transmitting and receiving channels mounted in a
parallel broadside configuration with a cross-line trace spacing of 4-12 cm, depending on the
manufacturer. The main advantage is that they enable faster data collection by increasing the extension
of the investigated area per time unit, and they make it easier for the operator to produce 3D images.
Generally, in transport infrastructure inspection, the antennas are mounted on a mobile vehicle to
minimize traffic disruption. Mobile GPR is positioned connected to an external real-time kinematic
(RTK) global navigation satellite system (GNSS) for trace tagging (georeferenced data) or to a distance
measurement indicator (DMI) to control the distance trace-interval and to measure the travelled
distance. The system also uses a computer navigation guided system to correctly follow profile
direction and keep a constant overlap among parallel profiles without any physical marker on the
ground surface.

e Bore-hole antennas
Bore-hole antenna systems are often applied to GPR investigations of deeper formations. The
applications of such systems include fracture characterization, foundation investigations, cavity and
crack detection, as well as tunnelling inspection. Measurement methods include single-hole reflection

mode, crosshole mode (tomography) and surface-to-borehole mode. Available bore-hole antenna

Page | 5



I Associated with document Ref. Ares(2020)3731189 - 15/07/2020

frequencies are 100 MHz, 150 MHz, 250MHz and 300 MHz, and the system can perform surveys

deeper than 30 m, with special BH equipment and accessories capable of measuring as deep as 2500

m. The area of investigation has a radius of about 10—-100m depending on the dielectric properties of

the propagation media.

5.2.3 Process/event to be detected or monitored

The detection of discontinuities (changes in the dielectric properties of media) in subsoil/subsurface.

Particularly for the diagnosis of bridges and tunnels, the GPR method has been demonstrated as

effective for the detection of the following characteristics:

Masonry arch bridges

Unknown geometries remaining in the interior of the bridge such as hidden arches and
ancient profiles (shape) of the structure

Evidence of restorations and/or reconstructions in the stonework
Existence of cavities and fractures/cracking in masonry

Moisture in masonry

Inventory of bridge foundations

Filling distribution in masonry

Thickness of ashlars (pavement, ring arch, spandrel walls, etc.)

Concrete bridges

Estimation of concrete cover depth.

Mapping reinforcing bars (deck and beams).

Location of cable ducts and other utilities such as deck joints or drain grate.
Damage detection on concrete (corrosion, cracking, spall, delamination, etc.).

Moisture detection and water content estimation.

Tunnels

Thickness of concrete segment/lining.

Thickness of the backfill grouting layer.

Damages in concrete lining and grouting layer.

Damages (e.g., cracks/fissures, fractures and voids) behind tunnel linings.
Moisture/water content.

Depth and location of reinforcement (rebar).

Inspection of other reinforced concrete structures (e.g., steel arch and shotcrete layer).
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e Location of immersion joints.
¢ Identification of depth and presence of insulation material.

More information about the application of the GPR method on transport infrastructures inspection can
be found in (Benedetto & Pajewski, 2015) (Wai-Lok Lai, Dérobert, & Annan, 2018) (Solla, Pérez-Gracia,
& Fontul, 2021).

5.2.4 Physical quantity to be measured (e.g. actions, displacements, deformations, dynamic
structural properties, material properties including mechanical, electrical and chemical
properties, relative displacements of the two sides of a crack, etc.).

The method is based on measuring the time arrival and amplitude of the reflected waves. The
magnitude of the measured amplitudes and the propagation time depend on the dielectric properties
of the medium materials that can be inferred analysing the arrival time, the amplitude and the frequency
of the received signals. The amplitude value is the strength or intensity of the reflected fields that is
proportional to the magnitude of the dielectric contrast between adjacent media. But the amplitude of
the received signals depends on different factors apart from the strength of the field reflected on the
discontinuity: (i) distance between the target and the antenna and (ii) dielectric properties of the
medium; hence, these factors determines the geometrical spreading and the attenuation of the radar

waves.

5.2.5 Induced damage to the structure during the measurement
Non-destructive Testing

5.2.6 General characteristics

5.2.6.1 Measurement type (static or dynamic, local or global, short-term or continuous, etc.)

The GPR data acquisition with air-launched antennas allows for a dynamic measurement at traffic
speeds (up to 80-120 km/h). The measurement is continuous (each a certain distance or scan/m
interval) through the GPR profile line. This configuration is most typically used for pavement and bridge
deck monitoring (e.g. thicknesses, cracking, rebar, etc.).

The GPR data acquisition with ground-coupled antennas allows for both a dynamic or a static
measurement (up to 60-80 Km/h). The measurement is continuous (every certain distance or time
interval) through the GPR profile line. This configuration can be used for pavement and bridge deck
monitoring (e.g. thicknesses, cracking, rebar, etc.), as well as for more local or punctual surveying such
as piers. The ground-coupled antennas provide a deeper range of penetration and better resolution
(better signal-to-noise ratio) when compared with air-coupled antennas.

Finally, the GPR data acquisition with ground-coupled array systems allows for both a dynamic
measurement (up to 15 Km/h). This configuration is most commonly focused on pavement and bridge
deck monitoring (e.g. 3D mapping of rebar, delamination/corrosion maps, etc.).

5.2.6.2 Measurement range

The higher the frequency, the lower the penetration depth and the higher the resolution is. Resolution
is commonly referred to by its horizontal (or lateral) and vertical (longitudinal or range) resolution. The
vertical resolution allows the differentiation of two adjacent signals in the time axis (or in depth) like
different events, while the horizontal resolution indicates the minimum distance between two adjacent
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targets at the same depth to be detected as separate events. Nevertheless, the measurement range
provided by the GPR is somewhat like uncertainty because these parameters are highly dependent on
the bandwidth used and, thus, on the dominant frequency of the antenna with determines pulse
duration, as well as on the wave velocity of propagation (dielectric permittivity of media) and signal
attenuation.

The 500 MHz antennas have limited ground penetration, but they give a very high-resolution map of
the subsurface in the first 2-3 meters. Below this depth, lower frequency antennas work better (with
signal penetration up to 10-15 m), but those with a central frequency below 100 MHz may have
insufficient vertical resolution. Frequencies in the order of GHz are suited for very shallow studies (< 1
m), and they are an especially effective tool for structure inspection: detection of cracks, estimation of
wall thickness, moisture content inside structures, rebar detection, etc. Regarding to horizontal
resolution, the HF band provides data with a range resolution from 0.5 to 0.1 m, while the LF band is
limited to a resolution ranging from 0.5 m up to 2.5 m. On the other hand, the vertical resolution ranges
between 4 cm and 1 cm for HF band, and between 5 cm and 0.5 m for LF band.

5.2.6.3 Measurement accuracy

The optimal depth/thickness estimation from GPR data requires a correct calibration process by
determining accurate dielectric permittivity and wave velocity of propagation in media.

GPR manufactures mainly focuses on system accuracy, but measurements of unknown quantities
should be accompanied by the uncertainty assessment (Solla, Gonzalez-Jorge, Lorenzo, & Arias,
2013) (Plati, Loizos, & Gkyrtis, 2020) (Xie, Lai, & Dérobert, 2021).

5.3 Background (evolution through the years)

The first application of radio waves in detecting buried targets was proposed in two German patents
by Leimbach and Lowy in 1910 (Germany Patent No. 237944, 1910) (Germany Patent No. 246836,
1910), as a methodology for shallow geological surveys. One of the patents was based on using the
analysis of signals amplitude transmitted and received by dipole antennas placed in boreholes. The
other patent described the use of surface antennas to detect underground ore and water deposits. This
application was based on the previous German patent of the ‘telemobiloskop’ by Huelsmeyer in 1904,
which allowed the detection of distant metallic objects by using electromagnetic waves. The method
was improved in 1926 with the development of pulsed systems (Germany Patent No. 489434, 1926),
based on the detection of reflections occurring in buried targets, allowing best depth resolution. The
technique was developed during the following decades; the first applications being used to determine
the thickness of a glacier in 1930. However, the method did not seem to generate enough interest
during this first period, and commercially available devices appeared during the 1970s. This pioneer
equipment was firstly used to analyse the radio waves’ penetration in ice and in different rocks and soil
materials. Some of the first GPR studies in civil engineering appeared in mid 1970s, and were devoted
to the detection of hidden utilities. Simultaneously, some first applications in pavements were also
described. From these first works, the number of applications and developments of the methodology
increased remarkably. GPR became a useful tool in the analysis of many structures and infrastructures,
and nowadays it is successfully applied in a large number of cases: road and pavement analysis,
detection of voids and cavities, study of bridges and tunnels, assessment of actual buildings and
cultural heritage, archaeological surveys, forensics and mining detection, geotechnical evaluations and
water management analysis.

In the last 10 years, thanks to different multi-channel prototypes and complex data analysis,
manufacturers have provided with robust full-resolution GPR imaging solutions where the antenna
responses of individual elements are much closer resulting in streamlined methodologies and
consistent results (Linford, Linford, Martin, & Payne, 2010) (Simi, Manacorda, Miniati, Bracciali, &
Buonaccorsi, 2010). GPR array multi-channel systems consisting of a large humber of closely-spaced
antennas represented a new evolution for 3D mapping. These multi-channel systems speed up data
acquisition and allow full wave-field recording at the same time, thus increasing the extension of the
investigated area.
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More recent research is focused on the design of innovative devices that facilitates surveying in
complex or inaccessible structures such as columns, walls and roofs (e.g. a device consisting of a
support for the antenna in rails moved with an electric motor (Hugenschmidt, Kalogeropoulos,
Soldovieri, & Prisco, Processing strategies for high-resolution GPR concrete inspections, 2010)). In
this way, in some cases, the use of drones has been also proposed and tested (Garcia-Fernandez,
Alvarez-Lopez, & Las Heras, Autonomous airborne 3D SAR imaging system for subsurface sensing:
UWB-GPR on board a UAV for landmine and IED detection, 2019) (Wu, et al., 2019), although further
progress could be focused on the development of antennas and UAV (unmanned aerial vehicle)
systems for surveying structures or parts of the structures with poor accessibility and large structures.
With respect to tunnelling inspection, new GPR devices are being developed for higher speed data
collection and complete cross section scanning towards fully automated tunnel inspection (Balaguer,
Montero, Victores, Martinez, & Jardon, 2014) (Xie, Chen, & Zhou, 2016) (Zan, Su, & Li, 2016).

5.4 Performance

5.4.1 General points of attention and requirements

5.4.1.1 Design criteria and requirements for the design of the survey

The most significant performance limitation of GPR is in highly conductive materials such as clay soils
and salt contaminated soils. Performance is also limited by signal attenuation under moisture
conditions and signal dispersion under heterogeneous conditions. Another limitation is the fact that the
electromagnetic signal is fully reflected in metal, and the radar waves do not penetrate.

Therefore, GPR surveys should be performed under dry soil condition to avoid signal attenuation due
to water content, as well as far from any object causing signal disturbance (typically called air-waves
events), such as metallic objects (fences, manholes or vehicles), power lines, walls, etc. Moreover, as
the ground-coupled GPR antennas are moved in contact with the ground surface, the profile line should
be conducted in open areas free of obstacles like stones, trees, etc.

5.4.1.2 Procedures for defining layout of the survey

Generally, the profile lines are gathered in perpendicular to the trend of the features under investigation.
It should be noted that there are technical standards regulating the electromagnetic emissions of GPR
equipment. The following are the main standards in Europe, USA and Canada: European
Telecommunications Standard Institute (ETSI) EN 203 066-1, ETSI EN 203 066-2,

ETSI EN 203 489-32 and ETSI EG 202 730, USA regulations on UWB-GPR: Part 15 of Federal

Communications Commission (FCC) Regulations, and Industry Canada Radio Standards Specification
RSS-220 (Issue 1) “Devices Using Ultra-Wideband (UWB) Technology.

Useful recommendations for planning safe GPR surveys are given in (Persico, et al., 2015).

5.4.1.3 Design constraints (e.g. related to the measurement principles of the monitoring technologies)

Since water content in soils significantly attenuates the GPR signal, the GPR survey should be
conducted at least 1-2 days without rain/snow weather conditions.

5.4.1.4 Sensibility of measuring to environmental conditions.

In wet or saturated media, the capacity of signal penetration can be reduced by 10 or even totally lost
in wet clays or salt media.
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5.4.2 Preparation

5.4.2.1 Procedures for calibration, initialisation, and post-installation verification

In some cases, for both air-launched and ground-coupled systems, calibration consists of comparing
GPR data with cores. In other cases, and more patrticularly for air-launched antennas, calibration
consists of comparing the amplitude of the reflected wave with the amplitude of the wave reflected on
a metallic plate. Moreover, the dielectric permittivity of the media can be also determined with the
common-mid-point (CMP) operating mode.

In Europe, there are no specific common guidelines about the application of GPR in pavement surveys,
even though some proposals are developed in different countries (Stryk, et al., 2017).

Examples of those guidelines are in the Mara Nord Project (Saarenketo, Recommendations for
guidelines for the use of GPR in asphalt air voids content measurement. Mara Nord Project; Europeiska
Unionen, 2012) and in the British (DMRB3.1.7., 2006) (DMRB7.3.2., 2008) and Belgian (ME91/16,
2016) regulations. The studies demonstrate that the correct calibration causes an extreme decrease
in the error on the estimation of thickness measurements.

The guide ASTM D4748-98 (ASTM, Standard Test Method for Determining the Thickness of Bound
Pavement Layers Using Short-Pulse Radar; Non-destructive testing of pavement structures; ASTM
D4748, 2004) presents the procedures for the inspection of the upper layers of both bituminous and
concrete pavements, using a short-pulse GPR. The methods included in this international standard are
focused on the thickness evaluation of pavement layers. The guide includes technical topics such as
calibration and standardization, procedures, calculation and reliability of the results.

The COST Action TU1208 has published some tests and recommendations for suitable GPR system
performance compliance, obtained by scientists from Belgium (Belgium Road Research Center),
Czech Republic (University of Pardubice), Portugal (National Laboratory for Civil Engineering), and
Serbia (Faculty of Technical Sciences, Novi Sad) (Pajewski, et al., 2018). The D6087-08 standard
(ASTM, 2015), describes four procedures for the calibration of GPR systems equipped with air-coupled
antennas. After a critical analysis of those procedures, four improved tests were proposed in (Jafarov,
et al., 2017), which can be carried out to evaluate the signal-to-noise ratio, short-term stability, linearity
in the time axis, and long-term stability of the GPR signal.

5.4.2.2 Procedures for estimating the component of measurement uncertainty resulting from
calibration of the data acquisition system (calibration uncertainty)

There is no standardization or guidelines regarding measurement (calibration) uncertainty. Only very
few scientific papers in the literature have approached the uncertainty issue in GPR data (Solla,
Gonzalez-Jorge, Lorenzo, & Arias, 2013) (Plati, Loizos, & Gkyrtis, 2020) (Xie, Lai, & Dérobert, 2021)
(Jafarov, et al., 2017).

5.4.2.3 Requirements for data acquisition depending on measured physical quantity (e.g. based on
the variation rate)

Soil type and soil water content. Soil water content is highly determined by weather conditions and has
a large effect on the dielectric permittivity and electric conductivity of the soil medium.

The most important parameters in designing GPR data acquisition are:
e Operating frequency. The selection of the optimal operating frequency should provide a good

compromise between resolution and depth of penetration.

e Time window. Time length between two transmitted pulses for which the reflected signals are
recorded.

e Temporal sampling interval. Time interval between points on a recorded waveform. This
parameter is controlled by the Nyquist sampling concept and should be at most half the period
of the highest frequency signal in the record.
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The sampling rate should be approximately six times the centre frequency of the antenna.

e Spatial sampling interval. This interval should not exceed the Nyquist sampling intervals, which
is one quarter of the wavelength in the host medium.

Normally, the sampling interval in GPR surveys should be at least 10 scan /m in longitudinal
survey profiles and at least 40 scans /m in cross section profiles.

More definition and rules to configure these parameters can be found in (Annan, 2003) (Benedetto &
Pajewski, 2015).

Regarding the design of a survey grid, the line spacing should be less than the antenna footprint.

5.4.3 Performance

5.4.3.1 Requirements and recommendations for maintenance during operation (in case of continuous
maintenance)

Not applicable.

5.4.3.2 Criteria for the successive surveying campaigns for updating the sensors. The campaigns
include: (i) Georeferenced frame, i.e. the global location on the bridge; (ii) Alignment of sensor
data, relative alignment of the data collected in surveying; (iii) Multi-temporal registration to
previous campaigns; and (iv) Diagnostics.

Georeferenced grid or profile lines (at least the starting corner or initial point, respectively) in case of
multi-temporal registration.

5.4.4 Reporting
Not applicable.

5.4.5 Lifespan of the technology (if applied for continuous monitoring)
Not applicable. The GPR method does not offer continuous (long-term) monitoring.

5.5 Interpretation and validation of results

5.5.1 Expected output (Format, e.g. numbers in a .txt file)
The GPR data is a binary file format, that varies depending on the manufacturer:

- Sensors & Software: *.dt1, *.hd, *.gps

- MALA geoscience: *.rd3, *.rd7, *.rad, *.cor

- Impulse radar: *.iprb, *.iprh, *.cor, *.time, *.mrk
- GSSI: *.dzt, *.dzx

- IDS: *.dt, *.gec

- SEG-Y: *.sgy

- Radar systems, Inc.: *.sgy

- 3dradar: *.3dra, *.vol

- ASCII: *.txt (3 column format; X, t, amplitude)

- eftc.
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5.5.2 Interpretation (e.g. each number of the file symbolizes the acceleration of a degree of
freedom in the bridge)

Each number in the GPR binary data file represents an amplitude value. It consists of a matrix,
composed by many sequentially stacked traces in the horizontal dimensions and samples in the vertical
dimensions (trace data recorded sample by sample), which display individual amplitudes for each
position in the matrix. Thus, the x axis represents the distance (humber of trace) on the profile line, and
the z axis represents the distance-time (number of sample) in which the reflection occurs.

Thus, the vertical axis of a radargram indicates the travel-time in which the propagated wave reflects
the target or discontinuity. Knowing the exact medium, dielectric properties, and wave velocity of
propagation, these travel-time scales can be converted into depths, which allows estimating
thicknesses in a quantitative manner. The horizontal axis indicates the length or distance in the profile
line, which gives an estimation of the spatial target dimensions. A GPR system typically operates with
an odometer wheel attached to control the trace interval distance and the length of the profile line.
The interpretation of the GPR imaging is basically based on qualitative aspects and reflection patter
recognition (geometry, signal polarity, etc.).

5.5.3 Validation
5.5.3.1 Specific methods used for validation of results depending on the technique
5.5.3.2 Quantification of the error

5.5.3.3 Quantitative or qualitative evaluation

The combination of GPR with complementary geophysical techniques is highly recommended to
validate interpretation. Each particular method provides different information owing to the physical
properties of the construction material, which allows for a more detailed investigation in the diagnosis
of structures. In the case of reinforced concrete structures, GPR is widely complemented with seismic
and ultrasonic pulse-echo technology, but also with profoscope (rebar detector), half-cell potential
(corrosion analysis) and hammer sounding resistivity (concrete strength properties). Regarding the
validation of quantitative measurements (thicknesses), the calibration and error estimation consists of
comparing GPR data with cores. normally reference coring should be made at 2—3 km intervals, with
a minimum 1/10 km road section (Benedetto & Pajewski, 2015).

5.5.4 Detection accuracy

Detecting boundary between layers or discontinuities requires enough dielectric permittivity contrast
between adjacent media.

When the dielectric contrast is enough between two adjacent media to ensure detection, the other
parameter controlling the detection accuracy is the spatial resolution and zone of influence around the
propagation path of the GPR signal. In general, the higher the frequency, the lower the penetration

depth and the higher the resolution is.
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Resolution is commonly referred to by its horizontal (or lateral) and vertical (longitudinal or range)
resolution. The vertical resolution, which allows the differentiation of two adjacent signals in the time
axis (or in depth) like different events, mainly depends on the bandwidth used and, therefore, on the
dominant frequency of the antenna which determines pulse duration (quarter of the wavelength
criteria). On the other hand, horizontal resolution indicates the minimum distance between two adjacent
targets at the same depth to be detected as separate events. This parameter mainly depends on the
number of traces recorded that is directly adjusted before data acquisition, the bandwidth, and the
depth of the reflector.

In general, low frequencies (50 — 200 MHz) are capable to reach a penetrating depth ranging from 10
to 3 m. The high frequency band (500 — 2000 GHz) provides a penetrating depth ranging from 3 to 0.5
m. Regarding to horizontal resolution, the HF band provides data with a range resolution from 0.5 to
0.1 m, while the LF band is limited to a resolution ranging from 0.5 m up to 2.5 m. The vertical resolution
ranges between 4 cm and 1 cm for HF band, and between 5 cm and 0.5 m for LF band.

5.6 Advantages

The main advantages of the GPR method are:
* Non-destructive and non-invasive method.

+ Easy transportation.

+ Fast data acquisition compared with other geophysical methods.
» Imaging of the subsoil with high resolution.

» Precise vertical and horizontal positioning.

* Results are displayed in real-time.

5.7 Disadvantages

+ The interpretation of radargrams is generally non-intuitive and requires considerable expertise
to properly process and understand the measurements.

* Uncertainty/inaccuracy in depth/thickness estimation (pre-calibrated media characterization
and accurate wave velocity of propagation are needed).

5.8 Possibility of automatizing the measurements

Regarding the possibility of automatizing the measurements, innovative devices start to emerge aiming
to facilitate surveying in complex or inaccessible structures such as columns, walls and roofs. One
example is the device designed and tested by (Hugenschmidt, Kalogeropoulos, Soldovieri, & Prisco,
2010) that consists of a support for the antenna in rails moved with an electric motor. Other
developments include prototypes to mount the GPR on an UAV (Garcia-Fernandez, Alvarez-Lopez, &
Las Heras, 2019), a climbing robot supporting a GPR antenna for wall inspection (Howlader, Sattar, &
Dudley, 2016) (Yangi, et al., 2018) or robots specifically designed for disaster management that could
integrated different sensors (GPR, LIDAR, cameras, etc.) on the platform (Bertolino & Tanzi, 2020).
Moreover, the recent proposal of a big robotic platform with a large number of sensors for autonomous
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pavement assessment (Gibb, et al., 2018) opens an interesting line of research in the field of structures
assessment.

5.9 Barriers

The main limitations occur in the presence of high-conductivity materials (such as wet clay) and in
heterogeneous conditions causing signal attenuation and complex scattering phenomena,
respectively.

The following limitations and drawbacks can occur during concrete bridge inspections:

(1) The steel/metal is a quasi-perfect reflector of the radar-waves, which facilitates the rebar
detection, but deeper targets can be masked if it is a tight mesh. In this regard, collecting data
in both polarizations (with the dipoles perpendicular and parallel to data collection direction)
has benefits because the reflections produced by metallic targets perpendicular to the data
collection direction are weakly seen in data collected with dipoles parallel to the scanning
direction, so that other potential targets below them can be more easily detected.

(2) Overlapping reflections are usually observed between consecutive bars that is dependent on
the spatial resolution of the antenna (higher frequencies provide a higher resolution), which
may lead to the misinterpretation of closest or smaller-diameter bars. Resolution problems can
also occur in sections with a too small concrete cover when measuring pavement thickness.
The selection of the most appropriate central frequency of the antenna is therefore crucial
herein.

(3) Another important parameter affecting the location accuracy is the horizontal sampling. Dense
horizontal sampling (scan spacing), gives more accuracy on positioning and good quality data
for further amplitude analysis, although its main consequence is a decrease in the survey
speed. Conversely, using a low sampling rate may limit data visibility in the field and cause
inaccurate adjustments of hyperbolas peaks when processing.

(4) The 3D data acquisition (especially with single GPR antennas) may incur an incorrect distance
encoder calibration due to variations in topography, position of the antenna on starting/ending
grid lines, improperly configured survey grid, georeferencing, etc. The use of antenna arrays or
automatic scanner systems makes the acquisition of 3D data easier and thus encourages a
wider use of 3D techniques although, in practice, these systems usually have an excessive
cost. For example, a higher sampling rate (higher number of traces recorded) decreases a
survey speed, which could result in higher survey costs and, more importantly, could interrupt
the traffic flow.

(5) The amplitude value is highly dependent on various factors such as different depth to the top
mat of the reinforcing steel, weather conditions (e.g., humidity) during data acquisition, and
concrete properties (e.g., density, porosity, etc.), which makes the detection of corrosion and

delamination only difficult from the analysis of amplitude maps. Confirmation with the additional
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analysis of other signal attributes (e.g., signal attenuation, signal-to-noise ratio and velocity of

propagation) or complementary NDT should be part of the process whenever possible.

With respect to tunnelling inspection, the following limitations and drawbacks can occur:

(1) Generally, tunnels are inspected manually, by manoeuvring the GPR antenna over the surface

of the tunnel, with single ground-coupled antennas using the mode of continuous acquisition,
which is very slow and inefficient. In the process of tunnel inspection, longitudinal survey lines
are most commonly arranged, with a range of three to six serial lines located at the vault, the
left hance, the right hance, the left sidewall, the right sidewall and the inflected arch.

(2) The connection with external GPS devices for data referencing is obviously limited when

surveying the interior of a tunnel structure. Therefore, wheel encoders are used during data
acquisition to ensure the accuracy of ranging (trace interval) and location. So far, the following
practical problems that typically occur are: (i) loss of contact between the antenna and the
surface (the operator should ensure both the antenna and the survey wheel are in contact with
the surface, while keeping a constant (uniform speed) and continuous rotation); (ii) deviation of
the antenna with respect to the radar line (the operator should ensure the antenna position is
consistent with the location of the acquisition line); and (iii) the presence of cables and conduits

on the walls of the tunnel that makes it impossible to collect data in those areas.

(3) There are so many noisy signals from utilities (e.g., power cables) or metal (reinforcement) in

the tunnel. Shotcrete-containing steel fibers cannot be inspected because fibers generate

random electromagnetic scattering.

5.10Existing standards

The American standard ASTM D6087-08 “Standard Test Method for Evaluating Asphalt-
Covered Concrete Bridge Deck Using Ground Penetrating Radar” (ASTM, 2015).

The American SHRP 2- report S2-R06A-RR-1 “Nondestructive Testing to Identify Concrete
Bridge Deck Deterioration” (SHRP, 2013).

The Mara Nord Project “Recommendations for guidelines for the use of GPR in bridge deck
surveys” (Saarenketo, Maijala, & Leppal’, 2011).

The British technical specifications DMRB 3.1.7 “Design Manual for Roads and Bridges, Advice
notes on the non-destructive testing of highway structures—advice note 3.5 BA 86/2006:
Ground Penetrating Radar (GPR)” (DMRB3.1.7., 2006).

The German BASt-report B55 “Examination of GPR in combination with magnetic techniques
for the determination of moisture and salinity of concrete bridge decks with asphalt cover”
(BASt, 2007).

The German document B10 “Recommendation for nondestructive testing of civil engineering

structures by GPR” (B10, 2008).
Page | 15



IM-SAFE I8 Associated with document Ref. Ares(2020)3731189 - 15/07/2020

e The American AASHTO R 37-04 “Standard Practice for Application of Ground Penetrating
Radar (GPR) to Highways” (AASHTO, 2004).

e The American ACI 228.2R-98 “Nondestructive Test Methods for Evaluation of Concrete in
Structures” (ACI, 1998).

e The American NCHRP RR 848 “Inspection Guidelines for Bridge Post-Tensioning and Stay

Cable Systems Using NDE Methods” (NCHRP, 2017).

5.11 Applicability

5.11.1 Relevant knowledge fields
+ Civil Engineering.

Rebar, linear metallic targets.

Utilities.

- Roads and pavements.

- Railways, ballast and tunnels

- Concrete structures and buildings.
- Bridges.

- Foundations.

* Environmental investigations.

Waste and pollution.

- Hydrology and water detection.
- Soil texture characterization.

- Root biomass.

- Ice sounding.

Mining.
* Geology investigations.

- Fractures, faults.

Stratigraphic studies.

Bathymetry (freshwater).

Dunes/sand environments.

Volcanics.
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* Archaeology and Cultural Heritage.
- Archaeology remains.
- Palaeontology.
- Painting.
- Monuments.
- Statues.
- Ancient structures/buildings.
* Humanitarian assistance and forensics.
- Landmines/UXO/IED detection.
- Locating trapped people (avalanche, earthquake, etc.).
- Buried remains.
+ Other emerging fields.
- Planetary exploration.
- Precision farming.

5.11.2 Performance Indicators

o Cracks

o Delamination

. Spalling

. Holes

° Debonding

o Reinforcement bar / corrosion
o Loss of section

5.11.3 Type of structure

¢ Masonry bridges.
e Concrete bridges.
e Tunnels.

5.11.4 Spatial scales addressed (whole structure vs specific asset elements)

Air-coupled antennas were specifically developed for pavement (bridge deck) monitoring, allowing for
measurements at traffic speed. Conversely, the ground-coupled antennas are most commonly used in
specific parts of the bridge structure (e.g. beams, piers, etc.). Moreover, the ground-coupled array
systems, are focused on 3D pavement/deck surveying.
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5.11.5 Materials
Stone, brick, concrete/reinforced concrete, rock, wood.

5.12 Available knowledge

5.12.1 Reference projects

Assets4Rail “Measuring, Monitoring and Data Handling for Railway Assets; Bridges, Tunnels, Tracks
and Safety Systems” EU H2020 Project (Grant Agreement ID 826250).

COST Action TU1208 “Civil engineering applications of Ground Penetrating Radar”.

LASTING-RTI2018-095893-B-C1. Life-Cycle Assessment of Existing Bridge Structures using
Multiscale and Multisource Data. Spanish Ministry of Science and Innovation.

OPAF-SIG: Observatory of masonry arch bridges. Integrated Management System (BIA2009-08012).
Spanish Ministry of Science and Innovation.

Geomatic techniques for the structural and dimensional analysis of historical bridges and their
conservation (BIA2006-10259). Spanish Ministry of Education and Science.

ESA-approved project “MOBI: Monitoring Bridges and Infrastructure Networks” (EOhops proposal
2045 (id 52479)).

5.12.2 Other
Not applicable.
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APPENDIX A6. Guided Waves Propagation (GW)

6.1 Goal(s)

6.1.1 Main objective

Detection of the damage in structural health monitoring of the reinforced concrete can be studied with
guided waves propagation survey as a promising and non-destructive testing. Guided waves technique
enables examination within seconds on large areas and with limited number of sensors mounted on
the structure. Guided waves can propagate over many tens of meters therefore it is possible to monitor
areas that are very costly to inspect using other methods; for instance, insulated pipelines or buried
sections of road crossings.

In variety of fields guided waves can be used for inspection of reinforcement and other metal structures,
because of sensitivity greater than other conventional non-destructive methods. Guided waves
techniques give possibility to inspect the state of the structure for destructive changes in a semi-
automated way. Used in rapid testing or screening tools to detect, locate, and classify corrosion
defects. Permanently installed sensors allow critical sections of infrastructures, such as bridges, to be
regularly and efficiently monitored. Regular data collection from fixed positions greatly enhances the

usefulness of guided waves.
6.2 Description

6.2.1 Functioning mode
Guided waves technique can be performed in two modes of wave generator frequency:
¢ high frequency mode — used for continuous monitoring

¢ low frequency mode — used for short-term measurements

From the point of methodology there are two important approaches:

e pulse-echo based mode — structure is excited with narrow pulse and the sensors detect the
echo of the pulse coming from discontinuities; signals from the defects are filtered out and
defect location can be obtained by use of the wave speed,; reflected signal associated with the
damage detected,

e pitch-catch based mode — pulse is sent across the sample and the sensor at the other end
receives the signal; studying various characteristics of the received signal such as amplitude,
frequency content, delay in time of transmit information about damage can be extracted;

diffracted signal associated with the damage detected.

Guided waves propagation system includes device for wave generation and acquisition system of
spring waves.
There are few transducer technology used:
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e Systems with piezoelectric transducers

The sensors are embedded or mounted on the surface of the inspected element. Piezoelectric sensors
are inexpensive and available in different thicknesses. Materials used in production of piezoelectric are
mostly zirconium titanate ceramics and polymer film made from polyvinylidene fluoride.

e Systems with piezocomposite transducers

Piezocomposite transducers were introduced mostly to overcome the issue with brittleness of standard
ceramic piezoelectric transducers.
e Systems with non-piezoelectric transducers:
o fibre optic sensors,

o flat magnetostrictive sensors.

Fiber optic sensors are taken into consideration where comes to long term structural monitoring with
guided waves, however to acquire the associated support equipment higher cost will be generated.
Flat magnetostrictive sensors consist of a thin nickel foil with a coil which can be permanently bonded

to the surface of inspected element (Victor Giurgiutiu, 2010) (Ye Lu, 2013).

6.2.2 Types
¢ Impact-Echo test (IE) — general working principle is shown on the Fig.1. Instrumentation
consists of:
e a mechanical impactor capable of producing short-duration impacts, the duration of
which can be varied,
¢ a high fidelity receiver to measure the surface response,
e data acquisition — signal analysis system to capture, process and store the waveforms

of surface motion.

The duration of the impact is critical for success of an impact-echo test. The impact gives rise to modes
of vibration and the frequency of these modes is related to the geometry of the test object and the

presence of flaws.
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Figure 6.1 — Scheme of the method
e Ultrasonic Pulse Velocity Test (UPV) — a pulse of longitudinal vibrations is produced by an

electro—acoustical transducer, which is held in contact with one surface of the concrete under
test. When the pulse generated is transmitted into the concrete using a liquid coupling material
such as grease or cellulose paste, it undergoes multiple reflections at the boundaries of the
different material phases within the concrete. A complex system of stress waves develops,
which include both longitudinal and shear waves, and propagates through the concrete. The
first waves to reach the receiving transducer are the longitudinal waves, which are converted
into an electrical signal by a second transducer. Three modes are generally used:

¢ Opposite faces (direct transmission) mode

e Adjacent faces (semi—direct transmission) mode

e The same face (indirect or surface transmission) mode.

Semi-direct Indirect or surface

Figure 6.2 — Transducers arrangement
e Spectral Analysis of Surface Waves (SASW) - uses the dispersive characteristics of surface

waves to determine the variation of the surface wave velocity (stiffness) of layered systems with

depth.

6.2.3 Process/event to be detected or monitored

Guided waves techniques can be generally applied to detect:
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¢ the presence of discontinuity from the wave signal diffracted by the crack.
¢ detection of delamination and debonding of the concrete structures.

e surface cracks depth

e homogeneity of concrete

e quality variation of concrete

e detection of voids, imperfections

e determination of the age of concrete.

Impact Echo investigations are performed to assess the condition of slabs, beams, columns, walls,
pavements, runways, tunnels, dams, and other structures. voids, honeycomb, cracks, delamination
and other damage in concrete, wood, stone, and masonry materials can be found utilizing the IE
method. |IE investigations are also performed to predict the strength of early age concrete if the member
thickness is known, and to measure the thickness of structural members.
Spectral Surface Waves Analysis can be applied for:

 determination of pavement system profiles including the surface layer, base and subgrade

materials

« determination of surface opening crack depths

« freeze-Thaw damage depth measurement

« fire damage depth measurement

« determination of abutment depths of bridges

« condition assessments of concrete liners in tunnels, and other structural concrete conditions

6.2.4 Physical quantity to be measured (e.g. actions, displacements, deformations, dynamic
structural properties, material properties including mechanical, electrical and chemical
properties, relative displacements of the two sides of a crack, etc.).

Strength of longitudinal and/or flexural wave transmission along a rebar:
e amplitude of the signals [mv],
e amplitude of the noise [mV],
e ringing zone duration [us],
e speed of the wave [m/s],

e thickness of elements [mm)].

6.2.5 Induced damage to the structure during the measurement

No damage is induced during the measurement.

6.2.6 General characteristics

6.2.6.1 Measurement type (static or dynamic, local or global, short-term or continuous, etc.)
Guided waves technigues are dynamic and both local and global measurement, which offers both

short-term and continuous monitoring.
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6.2.6.2 Measurement range
o Guided Wave propagation:
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Range depends on the thickness of the sample and the test method. For 5 mm specimen the

maximum frequency range is around 250 kHz with a 10 mm minimum wavelength. Transducers

working frequency usually lies between 100 up to 240 kHz.

Wave generator — work parameters and example of ranges:

- number of periods of lambda waves packs: 1-16

number of transmitting/measuring channels - 1/15 (16) or 1/7 (8)

- modulation of wave packets: Hanning window, triangular, rectangular

- delay between generated packets: 1-4095 ms;

- amplifier output voltage: £100 V
- regulation of the receiving circuit: .1, %2, 4, ¥, 1/10, 1/20, 1/40, 1/80

- sampling frequency of the measurement path: 2,5 MHz

- analog-to-digital converter: 24 bit.

e Ultrasonic Pulse Velocity Test (UPV):

- transit time measurement Range 0.1 — 9999 us + auto-ranging.

- resolution 0.1 ps.

¢ Impact-echo method:

Parameters Examples
Symbol Description Example 1 Example 2
At Sampling interval; time between successive 2us 4 us
points in waveform.
f, Sampling frequency; inverse of Ar. 500 kHz 250 kHz
| — Maximum frequency in amplitude spectrum; 250 kHz 125 kHz
one-half of f;
N Number of points in waveform (record). 1024 2048
N At Record length; duration of waveform. 2.048 ms 8.192 ms
Af Frequency resolution in amplitude spectrum; | 0488 kHz 0.122 kHz
equal to inverse of record length.

Table 6-1 — Data acquisition parameters

6.2.6.3 Measurement accuracy
¢ Impact-echo method - the defect depth determination is possible with accuracy ranging from

range of work frequencies: usually from a few ten to several hundred hertz, 30 — 350 kHz

60.00 - 99.05%. Stronger concrete gives better accuracy in determining the depth of defect.

The size of the smallest flaw that can be detected increases as the flaw depth increases.
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e Ultrasonic Pulse Velocity — the compressive strength evaluation by means of UPV can be
performed with up to 94% accuracy.

e SASW measurements are accurate to within 5% for the determination of the thickness and

stiffness of the top layer during pavement layer analysis or of the concrete liner of a tunnel.

6.3 Background (evolution through the years)

First studies over guided waves propagating were performed in the seismology domain in early 1920.
Guided wave technique was developed in 1990 for the rapid survey of pipes, for the detection of both
internal and external corrosion. The main area of application has been to pipes and pipelines (Mix,
2005) (International Atomic Energy Agency, 2002).

6.4 Performance

6.4.1 General points of attention and requirements

6.4.1.1 Design criteria and requirements for the design of the survey
The wave should propagate in a spiral - a necessary condition that various types of reflected waves do

not disturb the measurement and the attenuation along the way should be small enough to be able to
record the returning wave (too much attenuation extinguishes the wave energy). For proper analysis
of the failures there should be noted some information about the structure in undamaged state or stage
when the inspection is planned. Surface should be prepared before mounting the sensors — evened
with sandpaper and degreased.

6.4.1.2 Procedures for defining layout of the survey
No specific procedures.

6.4.1.3 Design constraints (e.g. related to the measurement principles of the monitoring
technologies)

The SASW method can be performed when an accessible surface is available for receiver mounting
and impacting.

6.4.1.4 Sensibility of measurements to environmental conditions

In case of Impact-Echo method special attention should be given to the surrounding environment. If
the stiffness of bedrock or underlying slab is very close to those of the main concrete element, the
accuracy of the method will be affected.

When testing with SASW, in inclement weather, receivers must be protected against rain drops. Care
should be taken when lateral variations might be expected at the site because they may more easily
affect long arrays. Passive methods may face difficulties in very quiet sites where the level of ambient
vibrations is very low or in case of stiff soil to rock conditions, where the mechanism of generation and

propagation of surface waves is less efficient.
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6.4.2 Preparation

6.4.2.1 Procedures for calibration, initialisation, and post-installation verification
For accurate results it is necessary to have good practice and theoretical knowledge of the effects of

damage on the wave characteristics. Base signal line should be obtained in the healthy state for use
as reference in comparison with results in time. Optimization of the wave propagation in initial phase
can be done by adjusting frequency and number of cycles. Data cleansing should be performed before
the actual measurement.
e Ultrasonic Pulse Velocity Test (UPV)
The distance (path length) between the transducers should be measured as accurately as possible.
It is very important to ensure adequate acoustic coupling of the transducers to the surface under
test. A thin layer of couplant should be applied to the transducer and the test surface. In some
cases it may be necessary to prepare the surface by smoothing it. For compound measurements
and uniformity testing a test grid should be drawn out on the surface. Rebars affect the ultrasonic
measurements as the signal will travel faster through the rebar than through the concrete. The
location of rebars should be determined using a rebar locator.

6.4.2.2 Procedures for estimating the component of measurement uncertainty resulting from
calibration of the data acquisition system (calibration uncertainty)

Guided wave behaviour is directly affected by thickness of the specimen and frequency used.
Measurement uncertainty can be evaluated with statistical methods.

6.4.2.3 Requirements for data acquisition depending on measured physical quantity (e.g. based on
the variation rate)

Data processing algorithm pass the signals along the same radial line.

6.4.3 Performance

6.4.3.1 Requirements and recommendations for maintenance during operation (in case of
continuous maintenance)

Signal processing algorithm should be capable of running in real-time and frequent intervals, possibly

during operation of the structure. System should be able to distinguish between signal changes due to

damage processes and changes to environmental conditions. These environmental changes should

be compensated with efficient signal-processing methods. Elimination of the sensitivity to temperature

changes.

6.4.3.2 Criteria for the successive surveying campaigns for updating the sensors. The campaigns
include: (i) Georeferenced frame, i.e. the global location on the bridge; (ii) Alignment of

sensor data, relative alignment of the data collected in a surveying; (iii) Multi-temporal
registration to previous campaigns; and (iv) Diagnostics.

No data available.

6.4.4 Reporting
The inspection report should include:

e date of the inspection,
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¢ dimensions of the investigated area or sketch of the structure,
e ambient temperature,

e registered signals.

In case of continuous monitoring usually the system is equipped with a software and reports are

generated automatically with scans, reflection annotations and operator notes are stored in the cloud.

6.4.5 Lifespan of the technology (if applied for continuous monitoring)
The guided waves technique can be used in short-term inspection and continuous monitoring over

large volumes with mounted sensors. Continuous measurement can take from few hours to years.

6.5 Interpretation and validation of results

6.5.1 Expected output (Format, e.g. numbers in a .txt file)

o Guided Wave Propagation method:
Time domain response vs amplitude of piezo sensors in a graphical form on the computer.
An example of base signal with the recorded signal from a rebar in concrete structure is shown

below:

2.5

2
Rebar in concrete
15 Bare rebar |

o
C O -

- —— e A PR oo HE V) AL 'y
—— " WWARSY N __,I|_'*.-'\. .n‘\.),,,./-

Amplitude

o
o

0 0.2 04 0.6 0.8 1 1.2
Time (ms)

Figure 6.3 — Time domain response from the inspected concrete area

In the pictures below there is visible an output without any damage detected and additional signal with

lower amplitude in the middle on the second graph resulted from crack in the damaged rebar.
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Figure 6.4 — Time domain response for healthy and damaged structure

e Impact - Echo Method

I Associated with document Ref. Ares(2020)3731189 - 15/07/2020

Test results can be saved to a file in the computer for later examination and analysis, and for

printing copies of test results. The results of a single test are stored as a unique record in a random
access file. The file can be on the hard disk or on a floppy disk or another storage device connected

the computer.

w. Examine Test Data =l [_1=]
dal St Namelumel | Type: Flate. Date_#bs3 S/8/1957 #7506 FM
= =] Thickness. mm
Wave Spesd. m/z
N e e T N e e T e E Thickness
Frequency, kHz
1Ciplevel | 25 |
Contact Time I Change Curs I Cut B-Wave I Cut Wavefom I 2V. Scale 3 H. Scale 102‘
3 Resolution .
Depth [F18] mm
.
[
315 mm
| | ] ] ] 1 400
[ 6 20 30 a0 50 60 kHz
P e \ |
10070 50 40 30 70 i5 0 % Depth
AV.Scalalzl 5 H.Su:als
This Record Other Save This Recod? Printing
ber [3 Flate thickness. MNext Record I Save as Mew Rcrd. I Prepare to Print I Help I
Mame [j3 Prey. Record | Replace Aecord | J Label Peak | Main Menu |
Records in File: 45 Z Show Record List I Compare I 1 ' Destination File I Filter Low Freq I

Figure 6.5 — Test Record (Impact-Echo Instruments, LLC, 2001)

e Ultrasonic Pulse Velocity Test :
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R 400%
0%
11141

& A \ 4
g \
4 1 " . . e | } ' . , ' | ; — 8
] T

1 ' 1 ' 4 i 1 1 ' ' ' 1 1 '

T T T L L} T T T L L T T T T

75 80 85 90 95 100 105 110 115 120 125 13 135 140 145

Tima /i)

Figure 6.6 — Ultrasonic test output

e Spectral Analysis of Surface Waves (SASW)

Data Parameter

+
FileName CAOlson\Example Data\SASWisound J
concretel.tfs ;l

Coordinate X=10 Y= [ -

v

Date =
2048

[5 us Record
Size =

Sampling Rate =
Number of Record =(8

Trigger Level = [0:4~  TriggerCh=[a
Trigger Delay = [300 us

Channel Setup Total Channel = [2~
Channel 34
DeltaF 976563 Hz.  Period 10240 us
Nyquist  10000( Hz $ = 0.49167 feet

Results [OP File = None)

Plot1: Gain= sp= 0. m
Plot 2 0. ft = 0
Plot 3 0. ft T=0. 0

Start Acq [View) ‘ Start Acq (Run) ‘

Ch3: SASW Time Domain-SREF ~—___—

Ch 4: SASW Time Domain - SA

Fatand Dot | o | P

Figure 6.7 — SASW Output

5
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0 2000 4000 6000 8000 10000 12000 0 2000 4000 6000 8000 10000 12000
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0.6+
0.4+
02+
05 i 1 | 1 1 1 1 | 1
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180
90—
0
-90
-180 1 1 1 1 ) | 1 I 1
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6.5.2 Interpretation (e.g. each number of the file symbolizes the acceleration of a degree of
freedom in the bridge)

Wave propagation characteristics corresponds to different structural conditions. The results of the

experiment show measured excitation vibrations and then reflected mechanical waves from the

defects. Knowing the material and dimensions of the object, it is possible to calculate whether the given

reflection comes from damage to the structure. Higher signal strength at the receiving end indicates

debonding and corrosion.

¢ Impact - Echo Method — example response of the concrete slab with detected voids:
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19

Concrete

—f

Soil

(b) (e}

M

] 1024 0 10 20 30 40 50
Time, us Frequency, kHz

Amplitude

Voltage

flex

Figure 6.8 — Concrete slab with voids

6.5.3 Validation

6.5.3.1 Specific methods used for validation of results depending on the technique
Numerical methods used for studies on relationship between arrival time, amplitude of waves — models

used for fitting with experimental data. To extract effective information on damages from received
signals it is usually necessary to perform a simulation of the issue by numerical method.

selective verification of key conclusions after Impact-Echo test should be undertaken by drilling cores
or drilling holes in combination with visual inspection using a borescope. Verification is especially
important when evaluating a complex structure.

6.5.3.2 Quantification of the error

Numerical simulations of wave propagation, Finite Element Method, Boundary Element Method are
used, and models are compared with experimental data.

6.5.3.3 Quantitative or qualitative evaluation

The global matrix approach is applied for quantification of the reflection and transmission coefficients

of discontinuities from measured data.

6.5.4 Detection accuracy

Detection accuracy depends on the signal-to-noise ratio which can be enhanced depending on the
system configuration and environmental conditions. Statistical averaging is used to reduce global noise
and improve the accuracy. For Ultrasonic Pulse Velocity (UPV) depending on the detected quantity —

the accuracy level can be on the level of 97,0 % (Sutan, 2002).

6.6 Advantages

e propagation over long distances
e sensitivity to different type of flaws

¢ detection of damages from remote position, with use of surface-mounted sensors
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combined with ultrasonic tomography give information such as localization of the damages in
the cross-section, degree of degradation, determination of which rebars are damaged
performance over long range with an accurate sensitivity

testing of multi-layered structures

fully automated data collection

6.7 Disadvantages

different damage configurations require numerical analysis
difficulties in extracting desired wave modes
dependence on the thickness and shape

interpretation of the results highly dependent on the operator.

6.8 Possibility of automatising the measurements

In case of impact- echo method there are some attempts for automatization of the whole measurement

and an example can be found in - (B. Sawicki, 2021). However, data collection in all guided waves

techniques is fully automated.

6.9 Barriers

High power requirements for the system used for structural health monitoring in real-time for excitation

of guided waves with an accurate scan range.

6.10Existing standards

BS 9690-1:2011, Non-destructive testing. Guided wave testing. General guidance and
principles,

BS 9690-2:2011, Non-destructive testing. Guided wave testing. Basic requirements for guided
wave testing of pipes, pipelines and structural tubulars,

ASTM E2775 — 16, Standard Practice for Guided Wave Testing of Above Ground Steel
Pipework Using Piezoelectric Effect Transduction,

E2929 — 13, Standard Practice for Guided Wave Testing of Above Ground Steel Piping with
Magnetostrictive Transduction,

ISO 18211:2016, Non-destructive testing — Long-range inspection of aboveground pipelines
and plant piping using guided wave testing with axial propagation,

PCN/GEN GUIDED WAVE TESTING ISSUE, 1 Rev A, 1st January 2013 — General

requirements for qualification and PCN Certification of Guided Wave testing personnel.
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6.11 Applicability

6.11.1 Relevant knowledge fields
1.12.1.1 Civil engineering:

e adhesive bonding

e diagnostics of screw connections

e insulated, underground pipelines.

1.12.1.2 Geotechnics:
e diagnostics of rock and ground anchors
e strengthening of slopes and tunnels walls
e seismic exploration

e erosion process.

1.12.1.3. Aerospace structures:
e aircraft fuselage structures
e rocket motors

e fuel tanks.

6.11.2 Performance Indicators
Relate the surveying technology being studied with PIs from WP3, provided in the document of the
TU1406 COST ACTION.
e cracks
e holes
e wire break
e loss of section
e frequency
e vibrations/oscillation
e obstruction/impeding
o displacement
¢ reinforcement bar failure/bending
e stirrup rupture
e debonding
e delamination
e spalling

e tensioning force deficiency.
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6.11.3 Type of structure

e suspension bridges

e wind turbine blade

e metallic structures

e adhesive joints

6.11.4 Spatial scales addressed (whole structure vs specific asset elements)
Guided waves propagation inspection is addressed to whole structures since wave excited at one end

of the structure propagate through the volume and the waveforms can be registered at place.

6.11.5 Materials
e steel
e concrete
e (glass fibres
e polymers

e composites.

6.12 Available knowledge

6.12.1 Reference projects
WI-HEALTH: Wireless network for total SHM of bridges (EU FP7 2011-2013).

6.12.2 Other

Future considerations on development of systems for structural health monitoring concern use of
carbon and boron nanotubes as transducers. High cost and other problems are limiting use of
nanocomposites in monitoring for now.

Manufacturers websites:

Guided Ultrasonics LTD.

Guided Ultrasonics LTD. WavePro4™ analysis software

Guided Ultrasonics LTD. Training Descriptions
IMPACT ECHO INSTRUMENTS

Mistras Hellas A.B.E.E. — Impact-echo technology overview, products, software

ACS-Solutions GmbH Science — Ultrasonic test equipment

Olson Instruments — Spectral Analysis of Surface Waves - Products

Olson Instruments — Impact Echo Scanning

General information:

Ultrasonics Pulse Velocity test methods — overview

Ultrasonic Pulse Velocity Test for Concrete - video

Guided Wave Ultrasonic Inspection — video
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https://www.guided-ultrasonics.com/technology/monitoring/
https://www.guided-ultrasonics.com/catalogue/wavepro4-software/
https://www.guided-ultrasonics.com/training/training-scheme/
http://www.impact-echo.com/
http://www.mistrasgroup.gr/products/impact_echo/impact_echo_eng.htm
https://acs-international.com/instruments/concrete-testing/?gclid=Cj0KCQiA2NaNBhDvARIsAEw55hhFRbmJ7vuQK22m_KPWWzoR83WE7GY-k8rZLvdo1lKuUzSB45VJQrYaAlXEEALw_wcB
https://olsoninstruments.com/test-systems-for-platforms/spectral-analysis-of-surface-waves-s/
https://olsoninstruments.com/test-systems-for-platforms/impact-echo-scanning/
https://vincivilworld.in/ultrasonic-pulse-velocity-test-upv-test-methods/
https://www.youtube.com/watch?v=yaGIZc88Qn4
https://www.youtube.com/watch?v=MJ6IjGfvzPM
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Impact — Echo method — how to test concrete - video

Impact-Echo — User’'s Manual
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